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1 Executive Summary

1.1 Overview and Main Results

This report describes work performed from 1 December 2007 to 15 January 2011 under AFRL grant number
FA8750-08-1-0063 entitled “Cognitive Airborne Networking: Self-Aware Communications via Sensing, Adap-
tation, and Cross-Layer Optimization”. We cover five general areas: (1) cooperative automatic-repeat-request
(ARQ) relaying in airborne networks; (2) power assignment for hybrid ARQ protocols in airborne networks;
(3) differential cooperative relaying in airborne networks; (4) joint power optimization for multi-source multi-
destination relay networks; and (5) cognitive code-division channelization in airborne networks. Some main
results are summarized in the following:

• A new analytical methodology was developed to evaluate the outage probability of cooperative decode-
and-forward (DF) automatic-repeat-request (ARQ) relaying under packet-rate fading (fast fading or block
fading) channels. Specifically, (i) we derived a closed-form asymptotically tight (as SNR→∞) approx-
imation of the outage probability; (ii) we showed that the diversity order of the DF cooperative ARQ
relay scheme is equal to 2L − 1, where L is the maximum number of ARQ (re)transmissions; and (iii)
we developed an optimum power allocation for the DF cooperative ARQ relay scheme.

• We addressed the fundamental problem of identifying the optimal power assignment sequence for hybrid
automatic-repeat-request (H-ARQ) communications over quasi-static Rayleigh fading channels. For any
targeted H-ARQ link outage probability, we determined the sequence of power values that minimizes
the average total expended transmission power. We first derived a set of equations that describe the op-
timal transmission power assignment and enable its exact recursive calculation. To reduce calculation
complexity, we also developed an approximation to the optimal power sequence that is close to the nu-
merically calculated exact result. The newly founded power allocation solution reveals that conventional
equal-power H-ARQ assignment is far from optimal. Interestingly, we found that the optimal transmis-
sion power assignment sequence is neither increasing nor decreasing; its form depends on given total
power budget and targeted outage performance levels.

• Differential Amplify-and-Forward (DAF) relaying is an attractive cooperative communication strategy
for airborne networks where channel estimation is not feasible or it is rather avoided. We found a new
exact outage probability expression for DAF relaying that involves only a single integral, which is much
simpler than an existing result available in literature that involves a triple integral. To get further insight
understanding of the DAF relaying scheme, we obtained an asymptotically tight closed-form approx-
imation at high signal-to-noise ratio (SNR) scenario. Based on the tight approximation of the outage
probability, we were able to determine an asymptotically optimum power assignment for the DAF relay-
ing scheme.

• We developed a low-complexity joint power assignment algorithm for multi-source and multi-destination
relay networks where multiple sources share a common relay that forwards all received signals simulta-
neously to destinations. We considered two power optimization strategies: (i) Minimization of the total
transmission power of the sources and the relay under the constraint that the signal to interference plus
noise ratio (SINR) requirement of each source-destination pair is satisfied, and (ii) Maximization of the
minimum SINR among all source-destination pairs subject to any given total power budget. Both opti-
mization problems involve K power variables, where K is the number of source-destination pairs in the
network, and an exhaustive search is prohibitive for large K. In this project, we developed a method-
ology that allows us to obtain an asymptotically tight approximation of the SINR and reformulate the
original optimization problems to single-variable optimization problems, which can be easily solved by
numerical search of the single variable. Then, the corresponding optimal transmission power at each
source and relay can be calculated directly. The proposed optimization schemes are scalable and lead
to power assignment algorithms that exhibit the same optimization complexity for any number (K) of
source-destination pairs in the network. Moreover, we also applied the methodology that we developed
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to solve a related max-min SINR based optimization problem in which we determined power assignment
for the sources and the relay to maximize the minimum SINR among all source-destination pairs subject
to any given total power budget.

• We solved the problem of cognitive code-division channelization for cognitive airborne networks. The
goal is to improve the efficiency of spectrum utilization and coexisting of primary and secondary users in
heterogeneous cognitive airborne networks, by jointly assigning power and code-channel allocation for
a secondary transmitter/receiver pair coexisting with a primary code-division multiple-access (CDMA)
system. In pursuit of a computationally manageable and performance-wise appealing suboptimal solu-
tion, we first converted the amplitude/code-vector optimization problem to an equivalent matrix optimiza-
tion problem under a rank-1 constraint. Disregarding (relaxing in formal language) the rank-1 constraint
makes the problem amenable to an easy polynomial-cost semidefinite programming solution. When luck-
ily, a rank-1 matrix happens to be returned, optimal secondary-line design is achieved. For the common
case of a higher rank, we developed an iterative linearized polynomial-cost convex optimizer with much
appealing (yet suboptimal) amplitude/code-vector design solutions after a few iterations. Extensive nu-
merical studies have validated our theoretical developments and the proposed iterative algorithm. The
proposed scheme almost doubled the occurrences of secondary transmission compared to some early
work. The joint power and sequence optimization executed by the proposed scheme results in supe-
rior SINR performance for the secondary receiver compared to prior work. The proposed scheme has
great potential to improve the efficiency of coexisting of primary and secondary users in heterogeneous
cognitive airborne networks.

The introduction to the project and an overview of each area is given in Section 2. Then in Section 3 we
present specifically models, assumptions, methods, and main results for each area. Section 4 contains the
conclusions and bibliography is included at the end.

1.2 List of People Involved

There are four faculty members involved in the project, which are listed in the following:

• Prof. Dimitris Pados; University at Buffalo, State University of New York (SUNY); PI

• Prof. Stella Batalama; University at Buffalo, State University of New York (SUNY); Co-PI

• Prof. Weifeng Su; University at Buffalo, State University of New York (SUNY); Co-PI

• Prof. Tommaso Melodia; University at Buffalo, State University of New York (SUNY); Co-PI

Additionally, the project supported four Ph.D students, working in the project toward their Ph.D degrees.

1.3 List of Publications

The project has resulted in the following peer-reviewed journal articles and conference proceeding papers. One
work received the 2010 IEEE International Conference on Communications (ICC) Best Paper Award.

Peer-Reviewed Journal Articles:

• S. Lee, W. Su, S. N. Batalama, and J. D. Matyjas, ”Cooperative decode-and-forward ARQ relaying:
performance analysis and power optimization,” IEEE Transactions on Wireless Communications, vol. 9,
no. 8, pp.2632-2642, August 2010.

• L. Ding, T. Melodia, S. Batalama, J. Matyjas and M. Medley, “Cross-layer Routing and Dynamic Spec-
trum Allocation in Cognitive Radio Ad Hoc Networks,” IEEE Transactions on Vehicular Technology -
Special Issue on “Ten Years of Cognitive Radio: Achievements and the Road Ahead,” Eds. J. Mitola and
al., Vol. 59 No. 4, pp. 1969 - 1979, May 2010.
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2 Introduction to the Project

2.1 Overview of Cooperative ARQ Relaying

Conventional wireless networks involve point-to-point communication links and for that reason do not guaran-
tee reliable transmissions over severe fading channels. On the other hand, cooperative wireless networks exhibit
increased network reliability due to the fact that information can be delivered with the cooperation of other users
in networks [1]–[13]. In particular, in cooperative systems each user utilizes other cooperative users to create
a virtual antenna array and exploit spatial diversity that minimizes the effects of fading and improves overall
system performance. Cooperative communications, also known as relay channels, was first introduced in [9]
in which a three-way channel was analyzed based on the capacity region. More information-theoretic analysis
of the relay channels was developed in [10] and recently in [11, 12]. Various practical cooperative communi-
cation protocols were proposed for wireless networks [1]–[6] and performance analysis has been extensively
developed (see [7, 13] and the references therein).

Automatic-repeat-request (ARQ) protocols for wireless communications have been studied extensively in the
past and proved themselves as efficient control mechanisms for reliable data packet transmissions at the data
link layer [15]–[21]. The basic idea of ARQ protocols is that a receiver requests retransmission when a packet
is not correctly received. Recently, in an effort to increase network reliability over poor quality channels, ARQ
protocols were studied in the context of cooperative relay networks [22]–[25]. In particular, [22] was among
the first such studies to present a general framework of cooperative ARQ relay networks. It was shown that
cooperative ARQ relay networks have great advantages in terms of throughput, delay, and energy consumption
compared with the conventional multihop ARQ approach in which point-to-point ARQ links are concatenated
in network routes. In [23], information-theoretic analysis was developed and upper bounds for the diversity
order of a decode-and-forward (DF) cooperative ARQ relay scheme were characterized for both slow and fast
fading channels as a means to study the diversity-multiplexing-delay tradeoff for the cooperative ARQ relay
scheme. In [25], a closed-form expression of the outage probability of the DF cooperative ARQ relay scheme
was obtained for slow fading channels, but unfortunately the introduced approach cannot be extended to fast
fading channels.

Outage probability is arguably a fundamental performance metric for wireless ARQ relay schemes and so
is the diversity order. In this project, we developed a new analytical methodology for the treatment of DF
cooperative ARQ relay networks in fast fading (packet-rate fading) channels, which leads, for the first time, to
a closed-form asymptotically tight (as SNR → ∞) approximation of the outage probability. The closed-form
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expression shows that the overall diversity order of the DF cooperative ARQ relay scheme is equal to 2L − 1,
where L is the maximum number of ARQ retransmissions. The achieved diversity is partially due to the DF
cooperative relaying and partially due to the fast fading nature of the channels (temporal diversity due to re-
transmissions over independent fading channels). We note that the diversity of the direct ARQ scheme (without
relaying) is only L and it is due to the fast fading channels. Based on the asymptotically tight approximation
of the outage probability, we are able to determine an optimum resource allocation for the DF cooperative
ARQ relay scheme. For any given total transmission power budget, optimum power allocated at the source
and at the relay can be determined which depends on the variances of the channels and the maximum number
of retransmissions allowed in the protocol. It turns out that the conventional equal-power allocation strategy
is not optimum in general and the optimum power allocation relies heavily on the link quality of the channels
related to the relay. We have conducted extensive numerical and simulation results to illustrate and validate the
theoretical developments.

2.2 Overview of Optimal Power Assignment for Hybrid-ARQ Protocols

ARQ communication protocols, in which a receiver requests retransmission when a packet is not correctly
received, are commonly used in data link control to enable reliable data packet transmissions as shown in [15]–
[21]. In a basic/simplest ARQ protocol, a receiver decodes an information packet based only on the received
signal in each transmission round [15, 16]. Advanced ARQ schemes, in which a receiver may decode an
information packet by combining received signals from all previous transmission rounds, have been known
as hybrid ARQ (H-ARQ) protocols [17]–[21]. Since the receiver needs to save previously received signals, H-
ARQ communication protocols require more memory at the receiver side compared to the basic ARQ protocols.
However, the performance of the H-ARQ protocols is substantially better than that of the basic ARQ protocols
and the performance improvement is worth of the memory increase at the receiver side [16, 20, 21], especially
in nowadays memory chips are cheaper and their sizes become smaller.

In wireless links formed by wireless devices with limited power resources, power efficiency is a key research
matter in the optimization of ARQ retransmission protocols [31]–[35]. In [31], a power control scheme was
proposed for ARQ retransmissions in down-link cellular systems in order to minimize the total transmission
power of multiple users where each user uses constant transmission power. In [32], the power efficiency of vari-
ous ARQ protocols was discussed by taking into account the energy consumed by the transmitting and receiving
electronic circuitry in ARQ retransmissions. Note that in both [31] and [32], the power efficiency of ARQ pro-
tocols was examined under the assumption of the same transmission power level in each retransmission round.
In [33], the transmission power in each retransmission round was optimized for a variety of ARQ protocols by
assuming that channel state information (CSI) is available at the transmitter side and CSI takes values from a
prescribed finite set of values. In [34], by assuming that partial CSI is available, optimal transmission power in
each retransmission round was determined for an H-ARQ protocol by a linear programming method that selects
a power value from a set of discrete power levels. Recently in [35], without assuming CSI available at the trans-
mitter side, an optimal power transmission strategy was identified for a basic ARQ protocol where the receiver
decodes based only on the received signal in each transmission round. It was assumed that the channel changes
independently in each retransmission round. A necessary and sufficient condition for the optimal transmission
power sequence was found which indicates that power must be increasing in every retransmission. We note that
this result is not valid to slowly fading channels. More recently in [36], without a priori CSI at the transmitter,
the authors maximized the average transmission rate for an incremental redundancy H-ARQ protocol where the
transmitter sends out different encoded redundant parity symbols in each retransmission round. The average
transmission rate maximization under optimal power assignment was also formulated and numerical results
were presented for an incremental redundancy H-ARQ protocol with one maximum retransmission.

In this project, we considered advanced H-ARQ transmission protocols for airborne networks in which a
destination node may decode an information packet by combining all received signals from previous trans-
mission rounds to increase detection reliability. We assume that the source-destination channel experiences
quasi-static Rayleigh fading, i.e. the channel does not change during retransmissions of the same information
packet and it may change independently when transmitting a new information packet. Our goal is to find the
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optimal power assignment strategy that minimizes the average total transmission power for any given targeted
outage probability. First, we derived a set of equations that describe the optimal transmission power values
in H-ARQ retransmission rounds. Then, a simple recursive algorithm was developed to exactly calculate the
optimal transmission power level for each retransmission round. Interestingly, it turns out that the optimal
transmission power assignment sequence is neither increasing nor decreasing; its form depends on given total
power budget and targeted outage performance levels. This is fundamentally different from the case in [35] that
the optimal transmission power must be increasing in retransmissions in the fast fading scenario (i.e. the chan-
nel changes independently in each retransmission round). To reduce calculation complexity and obtain more
insight understanding of the optimal power assignment strategy, we also developed an approximation to the
optimal power sequence that is close to the numerically calculated exact result. The tight approximation shows
that the optimal transmission power in each retransmission round is a function of P1 (the transmission power
in the first round) in a polynomial form. The optimal power assignment values also reveal that the conventional
equal-power assignment (using the same transmission power in all retransmission rounds) is far from optimal.
As an example, for a targeted outage probability of 10−3 and maximum number of transmissions L = 2, the
average total transmission power based on the optimal power assignment is 9 dB less than that of using the com-
mon equal-power scheme. We also observed that the larger the maximum number of retransmissions allowed in
the H-ARQ protocol or the lower the required outage probabilities, the more power savings the optimal power
assignment strategy offers.

2.3 Overview of Differential Amplify-and-Forward Relaying

The concept of cooperative relaying has been attracting much attention recently with the promise of increased
wireless network capacity and thorughput/delay performance ([39, 53] and references therein). In cooperative
relaying, a source node involves nearby nodes to jointly/cooperatively send information to a destination. To
reduce implementation complexity and system requirements, differential cooperative relaying is particularly at-
tractive in wireless networks due to its advantage that information can be differentially modulated/demodulated
and channel estimation can be avoided (at the cost of an arguably tolerable error rate loss). In [41], Differential
Decode-and-Forward (DDF) relaying was proposed and optimized in which each relay differentially decodes
the information from a source node and forwards it to a destination. Since relays may decode information in-
correctly, some reliability control mechanism has to be deployed at relays in the DDF relaying scheme to avoid
error propagation from relays to destination. In [42], Differential Amplify-and-Forward (DAF) relaying was
proposed in which a signal from a source is simply amplified by the relays and forwarded to the destination. In
the DAF relaying scheme, implementation at each relay is quite simplified since no decoding and detection is
needed in this case. The outage performance of the DAF relay has been studied [43], however, the presented
outage probability result involves a triple integral, which therefore offers little insight in the problem of DAF
protocol optimization.

In this project, we applied and optimized the DAF relaying scheme for airborne networks. Specifically, we
devised a new exact outage probability expression for DAF relaying which involves only a single integral.
Furthermore, to provide further insight in the process of DAF relaying, we developed a simple closed-form ap-
proximation of the outage probability which is tight at high signal-to-noise ratio (SNR) and reveals the asymp-
totic performance of the DAF relaying scheme. Then, based on the tight outage probability approximation,
we were able to determine an asymptotically optimum power allocation scheme for DAF relaying. Numerical
calculations and simulation results have been carried out to validate and illustrate our theoretical findings.

2.4 Overview of Joint Power Optimization for Multi-Source Multi-Destination Relay Net-
works

Recent work on information-theoretic aspects of cooperative relaying as well as recent proposals of practical
cooperative relaying protocols ([50]–[57] and references therein) suggest that cooperative relaying may lead to
significant improvements in detection reliability at destinations and overall system performance. In cooperative
relaying, a user/node may serve as a relay and assist others by forwarding their signals to destinations, thus
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enhancing detection reliability at the destination. Various relaying strategies have been studied in the literature
for relay to forward signals. For example, relay may decode the received signal and forward the decoded
information to a destination, or it may simply amplify the received signal and forward it to the destination.

More recently, there is increasing interest in investigating the advantages of relaying in multi-source multi-
destination networks [58]–[65], [71]–[73]. The simplest multi-source multi-destination relay network is mod-
eled as an interference relay channel (IRC) [58] where a relay helps two independent source-destination pairs by
using different relaying strategies such as decode-and-forward, amplify-and-forward, or compress-and-forward.
Past literature on multi-source multi-destination relay networks focused primarily on information-theoretic
studies including achievable rate regions or bounds of capacity region [58]–[65]. For example, in [58] a rate
splitting technique is used to study the problem of achievable rate region for a Gaussian IRC channel, where
each message is split into a common message which is decodable at all destinations and a private message which
is decodable only at the intended destination [61]. Since the receivers are able to decode part of the interference
messages, the effect of interference is reduced and the overall communication rate is therefore increased. The
achievable rate region of [58] was further improved in [59] by considering both intended message and inter-
ference forwarding at the relay (optimal relay strategies were studied under the assumption that the relay is
connected to each source and each destination via orthogonal and finite capacity links). The capacity region of
the interference channel with a single-relay was investigated in [62, 63], where it was shown that forwarding
the intended message of just one source, the achievable rates for both source-destination pairs can be improved.
By assuming that the relay knows the source message a priori, a relaying strategy was proposed in [64, 65]
where generalized beamforming with dirty paper coding was considered for a two-source two-destination relay
network to further improve the capacity region of the network.

Power control is an important technique to improve the performance of multi-source multi-destination re-
lay networks. While past literature offers a significant amount of work on power allocation for single-source
single-destination relay networks (see, for example [67]–[70] and references therein), there are rather limited
studies on power optimization for multi-source multi-destination relay networks. In [71], power allocation was
optimized by exhaustive search for a two-source two-destination relay network where a half-duplex decode-
and-forward relay was considered. Unfortunately the exhaustive search is not scalable and leads to prohibitive
optimization complexity for networks with larger number of source-destination pairs. In [72, 73], a power
allocation scheme was proposed for a multi-source multi-destination relay network based on geometric pro-
gramming (the scheme assumes that signals from different sources are sent through orthogonal channels and
the direct transmission link is not involved in detection at destinations).

In this project, we designed and optimized a general multi-source multi-destination relay scheme with K
sources (K can be large) for cognitive airborne networks. The network allows simultaneous multi-source trans-
missions through non-orthogonal, in general, channels. We considered two power optimization strategies: (i)
Minimization of the total power consumption of all sources and relay under the constraint that the signal to
interference plus noise ratio (SINR) requirement of each source-destination pair is satisfied, and (ii) Maximiza-
tion of the minimum SINR among all source-destination pairs subject to any given total power budget. Thanks
to an asymptotically tight approximation of the SINR that we developed, we were able to reformulate the orig-
inal optimization problems, which involve K power variables, to single-variable optimization problems. Then,
the resulting optimization problems can be easily solved by a simple numerical search of the single variable.
The proposed optimization schemes are scalable and lead to power assignment algorithms that exhibit the same
optimization complexity for any number (K) of source-destination pairs in the network. Moreover, for the
special case of transmission over orthogonal channels, we were able to further simplify the single-variable op-
timizations and obtain analytical solutions for a symmetric system. Extensive numerical studies show that the
proposed power assignment is almost identical to the exhaustive search method, and the optimum power as-
signment schemes can significantly improve the performance of multi-source multi-destination relay networks
with equal power assignment.
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2.5 Overview of Cognitive Code-Division Channelization

Recent experimental studies [77] demonstrated that much of the licensed radio spectrum experiences low uti-
lization. Cognitive radio (CR) [78] emerges as a promising technology to improve spectrum utilization by
allowing secondary users/networks to share spectrum licensed by primary users. As licensees, the primary
users are to have guaranteed access to the spectrum [79]. Therefore, the underlying challenge of CR technol-
ogy is to ensure the Quality-of-Service (QoS) requirements of the primary users and, simultaneously, maximize
in a best-effort context the QoS of the secondary users [80]-[83].

Herein, we are particularly interested in cognitive radio built around a code-division multiple-access (CDMA)
primary system. In contrast to frequency or time division operation where cognitive secondary users may
transmit opportunistically in sensed spectrum holes/void only, cognitive code-division users may in principle
operate in parallel in frequency and time to a primary system as long as the induced spread-spectrum inter-
ference remains below a pre-defined acceptable threshold1. Power control for cognitive code-division systems
was considered in [85] under an “interference temperature” constraint (total secondary user disturbance power
over primary band). No optimization was carried out with respect to the code channels (signatures) of the
secondary users in [85]. In contrast, in [86] a secondary code assignment scheme was presented to minimize
the mean-square crosscorrelation of the secondary code with the primary received signal. Extension to multiple
secondary users was also considered in the form of iterative secondary code set construction. Under interference
minimizing code assignments, bit rate and spreading factor adjustments for a secondary CDMA system were
considered in [87]. Interesting work outside the framework of CDMA CR in the form of joint beamforming
and power allocation algorithms was reported in [88], [89], while auction mechanisms for power control were
presented in [90].

In this project, we considered the problem of cognitive code-division channelization for cognitive airborne
networks. The goal is to improve the efficiency of spectrum utilization and coexisting of primary and secondary
users in heterogeneous cognitive airborne networks, by jointly assigning power and code-channel allocation for
a secondary transmitter/receiver pair coexisting with a primary code-division multiple-access (CDMA) sys-
tem. In pursuit of a computationally manageable and performance-wise appealing suboptimal solution, we
first converted the amplitude/code-vector optimization problem to an equivalent matrix optimization problem
under a rank-1 constraint. Disregarding (relaxing in formal language) the rank-1 constraint makes the prob-
lem amenable to an easy polynomial-cost semidefinite programming solution. When luckily, a rank-1 matrix
happens to be returned, optimal secondary-line design is achieved. For the common case of a higher rank,
we developed an iterative linearized polynomial-cost convex optimizer with much appealing (yet suboptimal)
amplitude/code-vector design solutions after a few iterations. Extensive numerical studies have validated our
theoretical developments and the proposed iterative algorithm. The proposed scheme almost doubled the oc-
currences of secondary transmission compared to some early work. The joint power and sequence optimization
executed by the proposed scheme results in superior SINR performance for the secondary receiver compared
to prior work. The proposed scheme has great potential to improve the efficiency of coexisting of primary and
secondary users in heterogeneous cognitive airborne networks.

3 Models, Assumptions, Methods and Procedures

3.1 Cooperative Decode-and-Forward ARQ Relaying

In this subsection, first we describe briefly the DF cooperative ARQ relay scheme and model the fast (packet-
rate) fading channels. Second, we develop two useful lemmas which are the bases of our analytical approach,
and calculate the outage probability and derive the asymptotically tight outage probability for the DF cooper-
ative ARQ relay scheme. Third, based on the tight approximation of the outage probability, we determine the
asymptotically optimum power allocation for the DF cooperative ARQ relay scheme. Numerical and simulation
studies are presented and some conclusions are drawn at the end of this subsection.

1While early standardization and regulation discussions have begun [84], no conclusive “interference temperature” rules and agree-
ments have been reached yet.
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Figure 1: Illustration of the cooperative ARQ relay scheme with one source, one relay and one destination.

3.1.1 System Model

We consider a cooperative ARQ relay scheme with one source, one relay and one destination as illustrated in
Fig. 1. The DF cooperative ARQ relay scheme works as follows. First, a data packet of b bits are encoded
into a codeword of length LT , where L is the maximum number of ARQ retransmission rounds allowed in the
protocol and T is the number of channel uses in a single ARQ retransmission round. Then, the codeword is
divided into L different blocks each of length T . In each ARQ retransmission round a block of the message is
sent, so the transmission rate is R = b/T . When the source transmits a block of the message to the destination,
it is also received by the relay. The destination indicates success or failure of receiving the message by feeding
back a single bit of acknowledgement (ACK) or negtive-acknowledgement (NACK). The feedback is assumed
to be detected reliably at the source and at the relay. If an ACK is received or the retransmission reaches the
maximum number of rounds, the source stops transmitting the current message and starts transmitting a new
message. If a NACK is received and the retransmission has not reached the maximum number of rounds, the
source sends another block of the same message. If the relay decodes successfully before the destination is
able to, the relay starts cooperating with the source by transmitting corresponding blocks of the message to
the destination by using a space-time transmission [23], for example, using the Alamouti scheme [28]. The
destination combines the received signal in current round and those in previous rounds to jointly decode the
data packet. After L ARQ retransmission rounds, if the destination still cannot decode the data packet, an
outage is declared which means that the mutual information of the DF cooperative ARQ relay channel is below
the transmission rate.

The DF cooperative ARQ relay scheme can be modeled as follows. The received signal yr,m at the relay at
the m-th (1 ≤ m ≤ L) ARQ retransmission round can be modeled as

yr,m =
√

Pshsr,mxs + ηr,m, (1)

where Ps is the transmitted power of the source signal xs, hsr,m is the coefficient of the source-relay channel at
the m-th ARQ retransmission round, and ηr,m is the additive noise. If the relay is not involved in forwarding,
the received signal yd,m at the destination at the m-th ARQ retransmission round is

yd,m =
√

Pshsd,mxs + ηd,m, (2)

where hsd,m is the source-destination channel coefficient at the m-th ARQ retransmission round. If the relay
receives the data packet from the source successfully, it helps in forwarding the packet to the destination using
the Alamouti scheme. Specifically, each block of the data packet can be partitioned into two parts as xs =
[xs,1 xs,2], then the relay forwards a corresponding block xr =

[−x∗s,2 x∗s,1
]
. The received signal yd,m at the

destination at the m-th ARQ retransmission round can be written as

yd,m =
√

Pshsd,mxs +
√

Prhrd,mxr + ηd,m, (3)
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where Pr is the transmitted power at the relay and hrd,m is the channel coefficient from the relay to the desti-
nation at the m-th ARQ retransmission round. At the destination, the message block xs can be recovered based
on the orthogonal structure of the Alamouti code [23, 28]. The channel coefficients hsd,m, hsr,m and hrd,m

are modeled as independent, zero-mean complex Gaussian random variables with variances σ2
sd, σ2

sr and σ2
rd,

respectively. We consider a fast fading scenario, i.e. the channels remain fixed within one ARQ retransmission
round, but change independently from one round to another (packet-rate fading). The channel state information
is assumed to be known at the receiver and unknown at the transmitter. The noise ηr,m and ηd,m are modeled
as zero-mean complex Gaussian random variables with variance N0.

3.1.2 Outage Probability Analysis

In this subsection, first we develop two lemmas which paly key roles in our outage probability analysis. Sec-
ond, we derive the outage probability of the direct ARQ transmission scheme. Finally, we derive the outage
probability of the DF cooperative ARQ relay scheme under packet-rate fading conditions.

First we develop two lemmas and some notations. The two lemmas will paly key roles in analyzing the
outage probability of the DF cooperative ARQ relay scheme.

Lemma 1 If us1,...,sM and vs1,...,sM are two independent random variables satisfying the following properties

lim
si→∞
1≤i≤M

M∏

i=1

sd1
i · Pr [us1,...,sM < t] = a · f(t),

lim
si→∞
1≤i≤M

M∏

i=1

sd2
i · Pr [vs1,...,sM < t] = b · g(t),

where d1, d2, a and b are constants, f(t) and g(t) are monotonically increasing functions, and f ′(t) is inte-
grable, then

lim
si→∞
1≤i≤M

M∏

i=1

sd1+d2
i · Pr [us1,...,sM + vs1,...,sM < t] = ab ·

∫ t

0
g(x)f ′(t− x)dx. (4)

Proof : For any partition of the interval [0, t], denoted as U = {u0, u1, ..., uJ} with u0 = 0 and uJ = t,
we can obtain upper and lower bounds of the event {us1,...,sM + vs1,...,sM < t} as follows:

{us1,...,sM + vs1,...,sM < t} ⊆
J⋃

j=1

{uj−1 ≤ us1,...,sM < uj} ∩ {vs1,...,sM < t− uj−1},

{us1,...,sM + vs1,...,sM < t} ⊇
J⋃

j=1

{uj−1 ≤ us1,...,sM < uj} ∩ {vs1,...,sM < t− uj}.

The upper and lower bounds are considered as a union of rectangles between uj−1 and uj for 0 ≤ j ≤ J . First,
let us focus on the upper bound. The probability of the subset {uj−1 ≤ us1,...,sM < uj}∩{vs1,...,sM < t−uj−1}
can be calculated as

Pr [uj−1 ≤ us1,...,sM < ui, vs1,...,sM < t− uj−1]
= {Pr [us1,...,sM < uj ]− Pr [us1,...,sM < uj−1]}Pr [vs1,...,sM < t− uj−1] . (5)

Let si→∞ for 1 ≤ i ≤ M , according to the assumption in the lemma, we have

lim
si→∞
1≤i≤M

M∏

i=1

sd1+d2
i · Pr [uj−1 ≤ us1,...,sM < uj , vs1,...,sM < t− uj−1] = ab · {f(uj)− f(uj−1)}g(t− uj−1).

(6)
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Since f(t) and g(t) are monotonically increasing functions, we obtain an upper bound of (4) as follows

sup
U

lim
si→∞
1≤i≤M

M∏

i=1

sd1+d2
i · Pr [us1,...,sM + vs1,...,sM < t] ≤ ab ·

J∑

j=1

g(t− uj−1){f(uj)− f(uj−1)}. (7)

Similarly, we can obtain a lower bound as

infU lim
si→∞
1≤i≤M

M∏

i=1

sd1+d2
i · Pr [us1,...,sM + vs1,...,sM < t] ≥ ab ·

L∑

j=1

g(t− uj){f(uj)− f(uj−1)}. (8)

The above upper and lower bounds are good for any partition U = {u0, u1, ..., uJ} over the interval [0, t].
Since f ′(t) is integrable, so let J → ∞, the the summations in (7) and (8) converge to the same integral∫ t
0 g(x)f ′(t− x)dx. Therefore we have the result in (4). ¤
We note that the special case of Lemma 1 with M = 1 was presented in [29]. Lemma 1 will be used to

approximate the outage probability of the ARQ schemes at high SNR scenario. In the following, we would like
to define a special function Fn(β1, ..., βn; t) which will be used to characterized the outage probability of the
DF cooperative ARQ relay scheme. For any integer n ≥ 2 and non-zero constants β1, β2, · · · , βn, define

Fn(β1, ..., βn; t) ,
∫ t

0

∫ xn

0
· · ·

∫ x2

0
2β1x1+β2x2+···+βnxndx1dx2 · · · dxn.

A closed-form expression for calculating the special function Fn(β1, ..., βn; t) can be obtained. We have the
following result.

Lemma 2 For any integer n ≥ 2 and non-zero constants β1, β2, · · · , βn, the function Fn(β1, ..., βn; t) can be
calculated as follows

Fn(β1, ..., βn; t) =
∑

δ1,...,δn−1

∈{0,1}

(−1)n+δ1+···+δn−1(ln2)−n

∏n
m=1

[∑m
l=1 im,l(δ)βl

]
(
2[

∑n
l=1 in,l(δ)βl]t − 1

)
, (9)

where the variables δ1, δ2, ..., δn−1 ∈ {0, 1}, δ , {δ1, δ2, ..., δn−1}, and the coefficients {im,l(δ) : 1 ≤ m ≤
n, 1 ≤ l ≤ m} are specified as

i1,1(δ) = i2,2(δ) = · · · = in,n(δ) = 1,

and, for any m = 2, 3, ..., n,

im,l(δ) = δm−1 · im−1,l(δ), l = 1, 2, ..., m− 1.

P roof : We use induction to prove the result for any integer n ≥ 2. When n = 2, it is easy to see that

F2(β1, β2; t) =
∫ t

0

∫ x2

0
2β1x1+β2x2dx1dx2

=
(ln2)−1

β1

{
(ln2)−1

β1 + β2

(
2(β1+β2)t − 1

)
− (ln2)−1

β2

(
2β2t − 1

)}

=
∑

δ1∈{0,1}

(−1)2+δ1(ln2)−2

∏2
m=1

[∑m
l=1 im,l(δ)βl

]
(
2[

∑2
l=1 i2,l(δ)βl]t − 1

)
, (10)

11



i.e. the closed-form expression in (9) is valid for n = 2. Next, we assume that the result in (9) is good for any
k ≥ 2. Then, for n = k + 1,

Fk+1(β1, ..., βk+1; t) =
∫ t

0

∫ xk+1

0
· · ·

∫ x2

0
2β1x1+β2x2+···+βk+1xk+1dx1dx2 · · · dxk+1

=
∫ t

0

∫ xk+1

0
· · ·

∫ x2

0
2β1x1+β2x2+···+βkxk dx1dx2 · · · dxk

︸ ︷︷ ︸
Fk(β1,...,βk; xk+1)

2βk+1xk+1 dxk+1

=
∫ t

0
Fk(β1, ..., βk; xk+1) 2βk+1xk+1 dxk+1. (11)

According to the induction assumption that the result in (9) is good for any k ≥ 2, we have

Fk(β1, ..., βk;xk+1) =
∫ xk+1

0

∫ xk

0
· · ·

∫ x2

0
2β1x1+β2x2+···+βkxkdx1dx2 · · · dxk

=
∑

δ1,...,δk−1

∈{0,1}

(−1)k+δ1+···+δk−1(ln2)−k

∏k
m=1

[∑m
l=1 im,l(δ)βl

]
(
2[

∑k
l=1 ik,l(δ)βl]xk+1 − 1

)
. (12)

Substituting (12) into (11), we have

Fk+1(β1, ..., βk+1; t)

=
∑

δ1,...,δk−1

∈{0,1}

(−1)k+δ1+···+δk−1(ln2)−k

∏k
m=1

[ ∑m
l=1 im,l(δ)βl

]
∫ t

0

(
2[

∑k
l=1 ik,l(δ)βl+βk+1]xk+1 − 2βk+1xk+1

)
dxk+1

=
∑

δ1,...,δk−1

∈{0,1}

(−1)k+δ1+···+δk−1(ln2)−(k+1)

∏k
m=1

[∑m
l=1 im,l(δ)βl

] · [ ∑k
l=1 ik,l(δ)βl + βk+1

]
(
2[

∑k
l=1 ik,l(δ)βl+βk+1]t − 1

)

−
∑

δ1,...,δk−1

∈{0,1}

(−1)k+δ1+···+δk−1(ln2)−(k+1)

∏k
m=1

[∑m
l=1 im,l(δ)βl

] · βk+1

(
2βk+1t − 1

)

=
∑

δ1,...,δk
∈{0,1}

(−1)k+1+δ1+···+δk(ln2)−(k+1)

∏k+1
m=1

[ ∑m
l=1 im,l(δ)βl

]
(
2[

∑k+1
l=1 ik+1,l(δ)βl]t − 1

)
, (13)

where δk ∈ {0, 1}, ik+1,k+1(δ) = 1 and ik+1,l(δ) = δk · ik,l(δ), l = 1, 2, ..., k. Also, we have

k+1∑

l=1

ik+1,l(δ)βl =
{ ∑k

l=1 ik,l(δ)βl + βk+1, if δk = 1;
βk+1, if δk = 0.

(14)

Therefore, the closed-form expression in (9) is valid for n = k + 1. By induction, we conclude that the result
in (9) is true for all n ≥ 2. ¤

For comparison purpose we specify the outage probability for the direct ARQ transmission scheme. In
the direct ARQ transmission scheme, the destination receives information from the source directly, without
involving the relay. The mutual information between the source and the destination in the m-th round of the
direct ARQ transmission scheme is

Isd,m = log2

(
1 +

Ps

N0
|hsd,m|2

)
. (15)
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The total mutual information after L ARQ rounds is Itot
sd =

∑L
m=1 Isd,m. Thus, the outage probability of the

direct ARQ scheme after L ARQ rounds is

P out,L = Pr
[
Itot
sd < R

]
. (16)

A closed-form expression of (16) is not tractable. An approximation of the outage probability can be obtained
for high-SNR scenario as follows [29]

P out,L ∼ gL(R)
( N0

σ2
sdPs

)L

, (17)

where gL(·) is defined as

gn(t) =
∫ t

0
gn−1(x)f ′(t− x)dx, n ≥ 1, (18)

with g0(t) = 1 and f(t) = 2t − 1. Note that (17) is a direct result of Lemma 1 with M = 1.
The calculation of the coefficient gL(R) involves L recursive integrals. In the following, we develop a closed-

form expression for the function gn(t) for any n ≥ 1. Since gn(t) =
∫ t
0 gn−1(x)f ′(t−x)dx and f ′(t) = 2tln2,

we have

gn(t) =
∫ t

0

∫ xn−1

0
· · ·

∫ x2

0
g1(x1)f ′(x2 − x1)f ′(x3 − x2) · · · f ′(xn−1 − xn−2)

f ′(t− xn−1) dx1dx2 · · · dxn−1

=
∫ t

0

∫ xn−1

0
· · ·

∫ x2

0
(2x1 − 1)(ln2)n−12x2−x12x3−x2 · · · 2xn−1−xn−22t−xn−1dx1dx2 · · · dxn−1

= 2t(ln2)n−1

∫ t

0

∫ xn−1

0
· · ·

∫ x2

0
(1− 2−x1)dx1dx2 · · · dxn−1

= 2t (ln2)n−1

(n− 2)!

∫ t

0
xn−2(1− 2−t+x) dx.

Since
∫ t
0 xn−2 dx = 1

n−1 tn−1 and ([30])

∫ t

0
xn−22x dx = −2t

n−1∑

m=1

(n− 2)!
(−ln2)m(n−m− 1)!

tn−m−1 +
(n− 2)!

(−ln2)n−1
,

therefore, a closed-form expression of gn(t) can be obtained as follows

gn(t) = 2t (t · ln2)n−1

(n− 1)!
+ 2t

n−1∑

m=1

(−1)m(t · ln2)n−m−1

(n−m− 1)!
+ (−1)n

= 2t
n∑

m=1

(−1)n−m

(m− 1)!
(t · ln2)m−1 + (−1)n, (19)

which can be calculated efficiently.
In the following, we derive the outage probability of the DF cooperative ARQ relay scheme under packet-rate

fading conditions. In the DF cooperative ARQ relay scheme, if the relay decodes the message from the source
correctly, say, at the k-th round, then at the (k + 1)-th round, the relay starts forwarding appropriate ARQ
blocks to the destination. Let {Tr = k} denote the event of successful message decoding by the relay at the
k-th round and subsequent ARQ block forwarding at the (k+1)-th round. Let P out

Tr=k denote the probability that
the destination decodes the message unsuccessfully after L ARQ retransmission rounds if the event {Tr = k}
occurs. Then, the outage probability of the DF cooperative ARQ relay scheme after L ARQ retransmission
rounds can be written as

P out,L =
L∑

k=1

P out
Tr=k · Pr [Tr = k] . (20)
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Note that the channels change independently over each ARQ retransmission round in a fast fading scenario, so
the mutual information of fading channels can be viewed as a sum of independent random variables.

First, we calculate the probability of the event {Tr = k} , i.e. Pr [Tr = k]. We note that the mutual informa-
tion between the source and the relay in the m-th ARQ round is

Isr,m = log2

(
1 +

Ps

N0
|hsr,m|2

)
. (21)

The probability that the relay decodes the message successfully at the first round (Tr = 1) is

Pr [Tr = 1] = Pr [Isr,1 ≥ R] = exp
(
−2R − 1

σ2
sr

· N0

Ps

)
. (22)

For any Tr = k, k = 2, 3, ..., L− 1, we have

Pr [Tr = k] = Pr

[
k−1∑

m=1

Isr,m < R,
k∑

m=1

Isr,m ≥ R

]

= Pr

[
k−1∑

m=1

Isr,m < R

]
− Pr

[
k∑

m=1

Isr,m < R

]

∼ gk−1(R)
( N0

σ2
srPs

)k−1

− gk(R)
( N0

σ2
srPs

)k

, (23)

where gk−1(·) and gk(·) are specified in (19) in the previous subsection. The approximation in (23) is obtained
by applying Lemma 1 with M = 1. Finally, if Tr = L, we have

Pr [Tr = L]=Pr

[
L−1∑

m=1

Isr,m < R

]
∼gL−1(R)

( N0

σ2
srPs

)L−1

. (24)

Next, we calculate the conditional outage probability P out
Tr=k when the relay decodes correctly at the k-th

round and starts forwarding at the (k + 1)-th round. When the relay cooperates with the source by jointly
sending a message block via the Alamouti scheme, the mutual information of the cooperative channels in the
m-th ARQ round is given by [23]

Isrd,m = log2

(
1 +

Ps

N0
|hsd,m|2 +

Pr

N0
|hrd,m|2

)
. (25)

Thus, with L ARQ rounds, the total mutual information is

Itot
d,Tr=k =

{ ∑k
m=1 Isd,m +

∑L
m=k+1 Isrd,m, 1 ≤ k < L;∑L

m=1 Isd,m, k = L.
(26)

We note that if Tr = L, the relay has no chance to cooperate since the source starts sending a new packet. The
conditional outage probability can be evaluated as

P out
Tr=k = Pr

[
Itot
d,Tr=k < R

]
. (27)

When Tr = L, the conditional outage probability is reduced to the direct ARQ scenario and it is given by

P out
Tr=L = Pr

[
Itot
d,Tr=L < R

] ∼ gL(R)
( N0

σ2
sdPs

)L

. (28)

In the following, we calculate the conditional outage probability (27) for any Tr = k, k = 1, 2, ..., L−1. For
simplicity in presentation, we introduce the following notation

um =
{

log2

(
1 + s1|hsd,m|2

)
, 1 ≤ m ≤ k;

log2

(
1 + s1|hsd,m|2 + s2|hrd,m|2

)
, k + 1 ≤ m ≤ L,

(29)
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where s1 = Ps/N0 and s2 = Pr/N0. Then, the total mutual information can be written as

Itot
d,Tr=k =

L∑

m=1

um. (30)

Note that for any 1 ≤ m ≤ k, |hsd,m|2 is an exponential random variable with parameter σ−2
sd , so

lim
s1→∞

s1 · Pr [um < t] = lim
s1→∞

s1 · Pr
[
|hsd,m|2 <

2t − 1
s1

]
=

1
σ2

sd

(2t − 1), m = 1, 2 · · · , k. (31)

Since um, 1 ≤ m ≤ k, are independent random variables, by applying Lemma 1 with M = 1 recursively, we
have

lim
s1→∞

sk
1 · Pr

[
k∑

m=1

um < t

]
=

( 1
σ2

sd

)k
gk(t), (32)

where gk(t) is given in (19). For any m, k + 1 ≤ m ≤ L, um involves the sum of two independent exponential
random variables |hsd,m|2 and |hrd,m|2 with parameters σ−2

sd and σ−2
rd , respectively, and the distribution of um

can be specified as

Pr [um < t] = Pr
[
s1|hsd,m|2 + s2|hrd,m|2 < 2t − 1

]

=





1−
(
1 + 1

σ2
sd

2t−1
s1

)
exp

(
− 1

σ2
sd

2t−1
s1

)
, if s1

σ2
rd

= s2

σ2
sd

;

1− s1σ2
sd

s1σ2
sd−s2σ2

rd
exp

(
− 1

σ2
sd

2t−1
s1

)
− s2σ2

rd

s2σ2
rd−s1σ2

sd
exp

(
− 1

σ2
rd

2t−1
s2

)
, if s1

σ2
rd
6= s2

σ2
sd

,
(33)

for any m = k + 1, ..., L. Thus, for any m = k + 1, ..., L, we have

lim
si→∞
1≤i≤2

s1s2 · Pr [um < t] =
1

2σ2
sdσ

2
rd

(2t − 1)2. (34)

Let q0(t) = 1 and p(t) = (2t − 1)2, then p′(t) = 2(22t − 2t)ln2. Since um, k + 1 ≤ m ≤ L, are independent
to each other, by applying Lemma 1 with M = 2 recursively, we can show that for any n = 1, 2, ..., L− k,

lim
si→∞
1≤i≤2

(s1s2)
n · Pr

[
k+n∑

m=k+1

um < t

]
=

(
1

2σ2
sdσ

2
rd

)n

qn(t), (35)

in which

qn(t) =
∫ t

0
qn−1(x)p′(t− x)dx, n = 1, 2, ..., L− k. (36)

Based on Lemma 2, a closed-form expression for qn(t) can be obtained as follows:

qn(t) =
∫ t

0

∫ xn−1

0
· · ·

∫ x2

0
q1(x1)p′(x2 − x1)p′(x3 − x2) · · · p′(xn−1 − xn−2)

×p′(t− xn−1)dx1dx2 · · · dxn−1

=
∫ t

0

∫ xn−1

0
· · ·

∫ x2

0
(2x1 − 1)2(2ln2)n−1

n−2∏

m=1

(
2xm+1−xm − 1

)

×(2t−xn−1 − 1)2t−x1dx1dx2 · · · dxn−1

= (−2ln2)n−1
∑

α1,...,αn−1

∈{0,1}

(−1)α1+···+αn−12(1+αn−1)t

×
∫ t

0

∫ xn−1

0
· · ·

∫ x2

0
(2x1 − 1)2 · 2−α1x1

n−1∏

m=2

2(αm−1−αm)xmdx1dx2 · · · dxn−1

= (−2ln2)n−1
∑

α1,...,αn−1

∈{0,1}

(−1)α1+···+αn−12(1+αn−1)t
{
Fn−1(1− α1, β2, ..., βn−1; t)

−2Fn−1(−α1, β2, ..., βn−1; t) + Fn−1(−1− α1, β2, ..., βn−1; t)
}
, (37)
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where β2 = α1 − α2, β3 = α2 − α3, ..., βn−1 = αn−2 − αn−1, and the function Fn−1( · ; t) is defined in (9)
and it has a closed-form expression specified in Lemma 2. Note that in case for some i, βi is zero which does
not satisfied the non-zero condition in Lemma 2, we may calculate Fn−1( · ; t) as follows. Since the function
Fn(β1, ..., βn; t) defined in (9) is continuous in terms of each variable βi and the closed-form expression in
Lemma 2 is also continuous in terms of βi, so we can apply Lemma 2 with βi = εi where εi is sufficiently
small (i.e. εi → 0) to accommodate the calculation of Fn−1( · ; t).

According to the result in (35) with n = L− k, we have

lim
si→∞
1≤i≤2

(s1s2)
L−k · Pr

[
L∑

m=k+1

um < t

]
=

(
1

2σ2
sdσ

2
rd

)L−k

qL−k(t), (38)

where qL−k(t) can be calculated specifically based on (37). Combining (32) and (38), and applying Lemma 1,
we obtain

lim
si→∞
1≤i≤2

sL
1 sL−k

2 · Pr
[ k∑

m=1

Isd,m +
L∑

m=k+1

Isrd,m < R

]
= bk(R)

(
1

σ2
sd

)L (
1

2σ2
rd

)L−k

, (39)

where

bk(t) =
∫ t

0
gk(x)q′L−k(t− x)dx. (40)

Since s1 = Ps/N0 and s2 = Pr/N0, so for any Tr = k, k = 1, 2, ..., L − 1, the conditional probability (27)
can be asymptotically approximated as

P out
Tr=k = Pr

[ k∑

m=1

Isd,m +
L∑

m=k+1

Isrd,m < R

]
∼ bk(R)

2L−k

( N0

σ2
sdPs

)L ( N0

σ2
rdPr

)L−k

. (41)

Finally, combining (22)–(24) and (41), we can obtain the outage probability for the DF cooperative ARQ
relay scheme as follows

P out,L ∼
L−1∑

k=1

bk(R)
2L−k

[
gk−1(R)− gk(R)

N0

σ2
srPs

] ( N0

σ2
sdPs

)L( N0

σ2
rdPr

)L−k( N0

σ2
srPs

)k−1

+ gL(R)gL−1(R)
( N0

σ2
sdPs

)L( N0

σ2
srPs

)L−1

, (42)

where gk(R) and bk(R) are specified in (19) and (40), respectively. Furthermore, we note that the term
gk(R) N0

σ2
srPs

would be much smaller than gk−1(R) at high SNR Ps
N0

, so the asymptotic outage probability in
(42) can be further simplified as

P out,L ∼
L∑

k=1

bk(R)gk−1(R)
2L−k

( N0

σ2
sdPs

)L( N0

σ2
rdPr

)L−k( N0

σ2
srPs

)k−1

, (43)

where bL(R) = gL(R). The asymptotic outage probability is tight at high SNR which will be shown in
simulation results.

Based on the above asymptotic outage probability, we observe that the term
(

N0

σ2
sdPs

)L
in (43) contributes a

diversity order L in the asymptotic outage performance, which is due to the fast fading nature of the channels.

The term
(

N0

σ2
rdPr

)L−k( N0
σ2

srPs

)k−1
contributes an overall diversity order (L−k)+(k−1) = L−1 which is due

to the cooperative relaying. Thus, the asymptotic outage probability of the DF cooperative ARQ relay scheme
has an overall diversity order 2L − 1. The observation is more obvious in case of an equal power allocation
scenario, i.e., Ps = Pr = P . As a comparison, we recall that the diversity order of the direct ARQ transmission
scheme is only L, which is much less than that of the DF cooperative ARQ relay scheme. The diversity order
of the direct ARQ scheme comes from the fast fading nature of the source-destination channel.
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3.1.3 Optimum Power Allocation for the DF Cooperative ARQ Relay Scheme

In this subsection, we derive an asymptotic optimum power allocation for the DF cooperative ARQ relay scheme
based on the tight approximation of the outage probability we presented in the previous section. Without loss

of generality, we denote the total transmission power Ps + Pr
4
= 2P . For any given total transmission power

2P , we try to determine optimum power Ps used at the source and power Pr at the relay in order to minimize
the asymptotic outage probability.

Let us denote λ as the ratio of the transmit power Ps to the total transmission power, i.e. λ = Ps
2P , then

0 ≤ λ ≤ 1 and Pr = (1− λ)2P . The asymptotic outage probability of the DF cooperative ARQ relay scheme
can be written as

P out,L ∼ σ2
sr

(2σ2
sdσ

2
rd)

L

(N0

2P

)2L−1 L∑

k=1

bk(R)gk−1(R)
(

2σ2
rd

σ2
sr

)k 1
λL+k−1(1− λ)L−k

. (44)

We try to find the optimum power ratio λ (0 ≤ λ ≤ 1) such that the asymptotic outage probability is minimized.

Let Ak(R)
4
= bk(R)gk−1(R)

(
2σ2

rd
σ2

sr

)k
and

G(λ)
4
=

L∑

k=1

Ak(R)
λL+k−1(1− λ)L−k

, (45)

then the optimization problem can be formulated as follows

min
λ

G(λ)

s.t. 0 < λ < 1. (46)

By taking derivative of G(λ) with respect to λ, we have

∂G(λ)
∂λ

=
L∑

k=1

Ak(R)
{ −(L + k − 1)

λL+k(1− λ)L−k
+

L− k

λL+k−1(1− λ)L−k+1

}
. (47)

Let ∂G(λ)
∂λ = 0, an optimum power ratio can be found by solving the following equation

L∑

k=1

Ak(R)

{
−(L + k − 1)

(
1− λ

λ

)k

+ (L− k)
(

1− λ

λ

)k−1
}

= 0. (48)

The equation can be easily solved by using the Newton method. Based on the equation, we have two observa-
tions. First, since Ak(R) is positive, so 1−λ

λ in the equation must be less than 1, otherwise the left-hand side
of (48) is negative. It implies that λ > 1

2 , i.e. Ps > P and Pr < P , which means we should allocate more
power at the source and less power at the relay. It also shows that the equal power allocation scheme assigning
power equally between the source and the relay is not optimum in general. Second, we observe that for a given
transmission rate R, the parameters Ak(R) in the equation (48) depend only on σ2

sr and σ2
rd which are the

variances of the source-relay and relay-destination channel links, respectively. Thus, the asymptotic optimum
power ratio λ depends only on the the variances of the source-relay and relay-destination channels, not on the
source-destination channel link. A similar observation was reported in [7] where the optimum power allocation
between the source and the relay was determined based on the analysis of the symbol-error-rate performance.

When L = 2, a closed-from expression of the optimum power ratio can be obtained as follows. In this case,
the equation (48) is reduced as

3A2(R)
(

1− λ

λ

)2

+ 2A1(R)
(

1− λ

λ

)
−A1(R) = 0, (49)
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so the optimum power ratio is

λ =
1 +

√
1 + 3A2(R)

A1(R)

2 +
√

1 + 3A2(R)
A1(R)

. (50)

Thus the corresponding optimum power allocation at the source and at the relay is given by

Ps =
1 +

√
1 + 3A2(R)

A1(R)

1 + 1
2

√
1 + 3A2(R)

A1(R)

P, (51)

Pr =
1

1 + 1
2

√
1 + 3A2(R)

A1(R)

P. (52)

In (51) and (52), the parameter A2(R)
A1(R) = 2 b2(R)g1(R)

b1(R)

σ2
rd

σ2
sr

. So the optimum power allocation dependents only
on the ratio of the variances of the source-relay and relay-destination channels. This result is consistent with
the observation based on the general optimization equation in (48). Also, from (51) and (52), we can see that
P < Ps < 2P and 0 < Pr < P , i.e. we should put more power at the source and less power at the relay
to optimize the overall performance at the destination. Furthermore, from (51) and (52) we observe that if the
relay is located close to the source, i.e., σ2

sr À σ2
rd, Ps goes to 4

3P and Pr goes to 2
3P . On the contrary, if

the relay is located close to the destination, i.e., σ2
sr ¿ σ2

rd, Ps goes to 2P and Pr goes to 0, which means we
should allocate most power at the source in this case. It is reasonable to allocate most of the total power 2P to
the source since the role of the relay helping in forwarding is minor in this case.

3.1.4 Simulation Results and Discussion

In this section, we present numerical and simulation studies for the DF cooperative ARQ relay scheme to
validate our theoretical analysis in the previous sections. We also compare the performance of the DF co-
operative ARQ scheme with that of the direct ARQ scheme. In all studies, the variance of the channel
hij {(i, j) ∈ (s, d), (s, r), (r, d)} is assumed to be σ2

ij = d−µ
ij , where dij is the distance between two nodes

and µ is the path loss exponent which is assumed to be µ = 3 in a typical fading environment. We assume that
the source-destination distance is dsd = 10 m and the relay is located in the midpoint between the source and
the destination. We consider a target transmission rate of R = 2 bits/s/Hz.

Figs. 2, 3 and 4 present the simulation studies for the DF cooperative ARQ relay scheme when the maximum
number of ARQ retransmission rounds is L = 2, 3 and 4, respectively. In these simulations, we allocated
power equally at the source and at the relay, i.e., Ps = Pr = P . The simulation results show that the theoretical
approximation of the outage probability of the DF cooperative ARQ relay scheme is loose at low SNR and tight
at high SNR. For example, in case of L = 2 in Fig. 2, the analytical approximation matches with the simulated
curve at an outage performance of around 10−3. Moreover, the larger the number of ARQ retransmission
rounds, the higher the diversity order of the DF cooperative ARQ relay scheme. This observation is consistent
with the theoretical result that the diversity order of the DF cooperative ARQ relay scheme increases in terms
of the number of ARQ retransmission rounds.

For comparison, Figs. 2–4 also include the performance of the direct ARQ scheme. We can see that the DF
cooperative ARQ relay scheme significantly outperforms the direct ARQ scheme. At an outage performance of
10−4, the performance of the DF cooperative ARQ relay scheme is about 8dB better than that of the direct ARQ
scheme. For the same maximum number of retransmission rounds L, the performance of the DF cooperative
ARQ relay scheme shows a higher diversity order than that of the direct ARQ scheme. This observation is
consistent with our theoretical developments showing that the DF cooperative ARQ relay scheme has diversity
order 2L− 1, while the direct ARQ scheme has diversity order only L.

In Fig. 5, we show the optimum power ratio λ for the DF cooperative ARQ relay scheme with L = 2, 3
and 4, respectively. We plot the optimization function G(λ) in terms of λ (0 ≤ λ ≤ 1). We assume that the
quality of the source-relay link is the same as that of the relay-destination link, i.e., σ2

sr = σ2
rd. We observe
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Figure 2: Outage probability of the direct and DF cooperative ARQ schemes (L=2).
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Figure 3: Outage probability of the direct and DF cooperative ARQ schemes (L=3).
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Figure 4: Outage probability of the direct and DF cooperative ARQ schemes (L=4).
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Figure 5: Optimum power ratio λ for the DF cooperative ARQ scheme. When L=2, 3 and 4, the
asymptotic power allocation is λ = 0.8203, λ = 0.7969 and λ = 0.7838, respectively.
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Figure 6: Outage probability of the DF cooperative ARQ scheme with equal and optimum power
allocations (L=2).
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Figure 7: Outage probability of the DF cooperative ARQ scheme with equal and optimum power
allocations (L=3).

21



25 30 35 40 45
10

−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

P/N0(dB)

O
ut

ag
e 

P
ro

ba
bi

lit
y

Equal Power: Approximation
Equal Power: Simulation
Optimum Power: Approximation
Optimum Power: Simulation

Figure 8: Outage probability of the DF cooperative ARQ scheme with equal and optimum power
allocations (L=4).

that the optimum power ratio λ is around 0.8 for the three cases. More precisely, from the numerical results,
the optimum power ratios are λ = 0.8203, λ = 0.7969 and λ = 0.7838 for L = 2, 3 and 4, respectively.
It appears that the optimum power ratio decreases gradually when the maximum number of retransmission
rounds is increased. Furthermore, the optimum power ratio is much larger than 1/2 which is consistent with
our analysis that we should allocate more power at the source and less at the relay.

We compare the performances of the the DF cooperative ARQ relay scheme with the optimum power alloca-
tion as well as the equal power allocation in Figs. 6–8 L = 2, 3 and 4, respectively. In case of L = 2 in Fig.
6, the optimum power allocation is Ps/2P = 0.8203 and Pr/2P = 0.1797 according to the numerical results
in Fig. 5. From the figure, we observe that the performance of the DF cooperative ARQ relay scheme with the
optimum power allocation is about 1.5dB better than that of the scheme with the equal power allocation. In
cases of L = 3 in Fig. 7, the optimum power allocation is Ps/2P = 0.7969 and Pr/2P = 0.2031, and the
optimum power allocation shows a performance improvement of 1.25dB compare to the equal power allocation.
In case of L = 4 in Fig. 8, the optimum power allocations is Ps/2P = 0.7838 and Pr/2P = 0.2162. We can
see that the DF cooperative ARQ relay scheme with the optimum power allocation also shows a 1.25dB gain
compared to that with the equal power allocation. In Figs. 6–8, we also plot the approximation of the outage
probability for the DF cooperative ARQ relay scheme with the optimum power allocation as well as the equal
power allocation. We can see that the approximation of the outage probability matches with the simulation
curves at high SNR in all scenarios, which further validate our theoretical analysis.

3.2 Optimal Power Assignment for Hybrid-ARQ Rayleigh Fading Links

In this subsection, first we review briefly the H-ARQ transmission scheme and formulate the power assignment
optimization problem. Second, we find the optimal power assignment strategy for the H-ARQ protocol and
present an exact recursive calculation algorithm. Third, we develop a simple approximation of the optimal
power assignment sequence and compare it with the exact calculation result. By the end of this subsection,
numerical and simulation studies are carried out to compare the performance of the equal and optimal power
assignment strategies.
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Figure 9: Illustration of a hybrid-ARQ protocol with transmission power Pl in the lth (re-
)transmission round, 1 ≤ l ≤ L.

3.2.1 System Model and Problem Formulation

We consider an H-ARQ transmission protocol implemented between a source node and a destination node as
illustrated in Fig. 9. Assume that L is the number of retransmission rounds allowed in the H-ARQ protocol.
The H-ARQ transmission scheme operates as follows. First, the source transmits an information packet to the
destination and the destination indicates success or failure of receiving the packet by feeding back a single
bit of acknowledge (ACK) or negative-acknowledgement (NACK), respectively. The feedback channel is as-
sumed error-free. Then, if a NACK is received by the source and the maximum number of retransmissions
L is not reached, the source retransmits the packet at a potentially different transmission power to be deter-
mined/optimized. If an ACK is received by the source or the maximum retransmission number L is reached,
the source begins transmission of a new information packet. In each retransmission round, the destination at-
tempts to decode an information packet by combining received signals from all previous transmission rounds
by the standard maximal-ratio-combining (MRC) technique [37]. If the destination still cannot decode an infor-
mation packet after L (re)transmission rounds, then an outage is declared which means that the signal-to-noise
ratio (SNR) of the combined received signals at the destination is below a required SNR.

The H-ARQ transmission scheme can be modeled as follows. With L maximum retransmission rounds
allowed in the H-ARQ protocol, the based-band received signal ysd,l at the destination at the lth transmission
round can be written as

ysd,l =
√

Pl hsd xs + ηsd,l, l = 1, 2, · · · , L, (53)

where xs is the transmitted information symbol from the source, Pl is the transmission power used by the
source at the lth transmission round, hsd is the source-destination channel coefficient, and ηsd,l is additive noise
at the lth round. The channel coefficient hsd is modeled as zero-mean complex Gaussian random variable with
variance σ2

sd. The channel is assumed to be quasi-static, i.e. the channel does not change during retransmissions
of the same information packet and it may change independently when a new information packet is transmitted.
The source-destination channel coefficient is assumed to be known at the receiver side, but unknown at the
transmitter side. The additive noise contribution ηsd,l is modeled as a zero-mean complex Gaussian random
variable with variance N0.

At the destination side, the receiving node combines the received signals from all previous retransmission
rounds and jointly decodes the information packet based on the MRC combining technique [37]. Note that the
MRC combining is applied over base-band symbol-level signals in (53) before decoding an entire information
packet. With the assumption that the channel does not change in retransmissions of the same information
packet, the SNR of the combined signal at the destination at the lth (1 ≤ l ≤ L) retransmission round can be
given as [37], [38]

γsd,l =
∑l

i=1 Pi|hsd|2|xs|2
N0

. (54)

Without loss of generality, let us assume the average power of the transmitted information symbol is 1, then
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we have γsd,l =
∑l

i=1 Pi|hsd|2
N0

. Since |hsd| follows a Rayleigh distribution with mean zero and variance σ2
sd,

so for any targeted SNR γ0, the probability of the event that the destination cannot decode correctly after l
transmission rounds can be calculated as

pout,l = Pr [γsd,l < γ0] = 1− e
− γ0N0

σ2
sd

∑l
i=1

Pi . (55)

Set pout,0 = 1. Then, the probability that the H-ARQ protocol stops successfully at the lth, 1 ≤ l < L,
transmission round is pout,l−1 − pout,l, which means the destination cannot decode correctly at the (l − 1)th
round, but succeeds at the lth round.

Our goal is to find an optimal power assignment sequence P = [P1, P2, ..., PL] for the H-ARQ protocol such
that under a targeted outage probability p0, the average total transmission power for the protocol to deliver an
information packet is minimized. Since the probability that the protocol succeeds exactly at the lth (1 ≤ l ≤
L− 1) round is pout,l−1 − pout,l and the corresponding total transmission power is P1 + P2 + · · ·+ Pl, so the
average total transmission power of the H-ARQ protocol can be expressed as

P̄ =
L−1∑

l=1

(
pout,l−1 − pout,l

) l∑

i=1

Pi + pout,L−1
L∑

i=1

Pi. (56)

Note that the last term in (56) is due to the fact that the protocol stops retransmissions after the Lth round no
matter whether decoding at the Lth round is successful or not. For the H-ARQ protocol with a targeted outage
probability p0, the problem of finding optimal power assignment can be formulated as follows:

min P̄ with respect to P1, P2, · · · , PL ≥ 0

subject to pout,L ≤ p0 (57)

where P̄ is specified in (56).

3.2.2 Optimal Transmission Power Assignment

In this section, we investigate the optimal power assignment strategy for the H-ARQ protocol to minimize the
average total transmission power. We obtain a set of equations that describe the optimal transmission power
values, and then develop a recursive algorithm to exactly calculate the optimal transmission power level for
each retransmission round.

The average total transmission power in (56) can be rewritten by switching the summation order (between
the indices l and i) as follows

P̄ =
L∑

i=1

Pi

[
L−1∑

l=i

(
pout,l−1 − pout,l

)
+ pout,L−1

]
(58)

where we first consider the summation by enumerating the index i from 1 to L, then consider the summation
index l (i ≤ l ≤ L− 1). Since for each i,

∑L−1
l=i (pout,l−1 − pout,l) = pout,i−1 − pout,L−1, so the average total

transmission power can be represented as

P̄ = P1 +
L∑

l=2

Pl pout,l−1. (59)

Moreover, the constraint in (57) means that with a targeted SNR γ0, the outage probability of the H-ARQ
protocol with L retransmissions should not be larger than the specified outage probability value p0, i.e.

pout,L = 1− e
− γ0N0

σ2
sd

∑L
i=1

Pi ≤ p0. (60)
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Denote P0
4
= γ0N0

σ2
sdln 1

1−p0

, then the constraint is equivalent to

L∑

l=1

Pl ≥ P0 (61)

and the optimization problem in (57) can be further specified as

minP1,··· ,PL≥0 P̄ = P1 +
L∑

l=2

Pl

[
1− e

− γ0N0

σ2
sd

∑l−1
i=1

Pi

]

subject to
L∑

l=1

Pl ≥ P0. (62)

Next, we relax temporarily the non-negative condition on Pl, l = 1, 2, · · · , L, and consider the sum-power
constraint in (62) with equality in order to consider a Lagrange multiplier method to solve the optimization
problem. We will prove later that the obtained solution is indeed optimal under the constraint in (62) and it
satisfies the non-negative condition. Let us form a Lagrangian objective function as

L (P, λ) = P1 +
L∑

l=2

Pl

[
1− e

− γ0N0

σ2
sd

∑l−1
i=1

Pi

]
+ λ

[ L∑

l=1

Pl − P0

]
. (63)

Taking the derivative of L (P, λ) with respect to λ and setting it equal to zero, we have the power constraint as∑L
l=1 Pl − P0 = 0. The derivatives of L (P, λ) with respect to Pk are

∂L
∂P1

= 1−
L∑

l=2

Plγ0N0

σ2
sd

(∑l−1
i=1 Pi

)2 e
− γ0N0

σ2
sd

∑l−1
i=1

Pi + λ, (64)

∂L
∂Pk

=

[
1− e

− γ0N0

σ2
sd

∑k−1
i=1

Pi

]
−

L∑

l=k+1

Plγ0N0

σ2
sd

( ∑l−1
i=1 Pi

)2 e
− γ0N0

σ2
sd

∑l−1
i=1

Pi + λ, (65)

k = 2, 3, · · · , L,

∂L
∂PL

= 1− e
− γ0N0

σ2
sd

∑L−1
i=1

Pi + λ. (66)

Based on ∂L
∂P1

= 0 and ∂L
∂P2

= 0, we have

∂L
∂P1

− ∂L
∂P2

=
[
1− P2γ0N0

σ2
sdP

2
1

]
e
− γ0N0

σ2
sd

P1 = 0, (67)

which implies

P2 =
σ2

sdP
2
1

γ0N0
. (68)

For any k = 3, 4, · · · , L, according to ∂L
∂Pk−1

= 0 and ∂L
∂Pk

= 0, we have

∂L
∂Pk−1

− ∂L
∂Pk

= − e
− γ0N0

σ2
sd

∑k−2
i=1

Pi +

[
1− Pkγ0N0

σ2
sd

( ∑k−1
i=1 Pi

)2

]
e
− γ0N0

σ2
sd

∑k−1
i=1

Pi = 0, (69)

which means

Pk =
σ2

sd(
∑k−1

i=1 Pi)2

γ0N0

[
1− e

− Pk−1γ0N0

σ2
sd(

∑k−1
i=1

Pi)(∑k−2
i=1

Pi)
]

, (70)
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for any k = 3, 4, · · · , L. We can easily verify that the Lagrangian solutions P2, P3, · · · , PL in (68) and (70) are
positive.

In the following, we would like to show that the average total transmission power P̄ cannot be further min-
imized with strict inequality in (62). If there exists a power sequence P ∗

1 , P ∗
2 , · · · , P ∗

L such that P ∗
1 + P ∗

2 +
· · · + P ∗

L > P0 and the average total transmission power P̄ is minimized, then let us consider another power
sequence

P̃k = rP ∗
k , k = 1, 2, · · · , L, (71)

in which r is an arbitrary number satisfying

r ≥ P0

P ∗
1 + P ∗

2 + · · ·+ P ∗
L

. (72)

We can see that the new power sequence P̃1, P̃2, · · · , P̃L satisfies the power constraint in (62). With the new
power sequence, the resulting average total transmission power is

f(r)
4
= P̃1 +

L∑

l=2

P̃l

[
1− e

− γ0N0

σ2
sd

∑l−1
i=1

P̃i

]

= rP ∗
1 +

L∑

l=2

rP ∗
l

[
1− e

− γ0N0

σ2
sd

∑l−1
i=1

rP∗
i

]
, (73)

which is a function of r. Taking derivative of f(r) with respect to r, we have

∂f(r)
∂r

=
L∑

l=1

P ∗
l −

L∑

l=2

P ∗
l

[
1 +

γ0N0

σ2
sd

∑l−1
i=1 rP ∗

i

]
e
− γ0N0

σ2
sd

∑l−1
i=1

rP∗
i . (74)

Since e−x(1 + x) < 1 for any positive x, so in (74),
[
1 +

γ0N0

σ2
sd

∑l−1
i=1 rP ∗

i

]
e
− γ0N0

σ2
sd

∑l−1
i=1

rP∗
i < 1. (75)

Thus, we have
∂f(r)

∂r
>

L∑

l=1

P ∗
l −

L∑

l=2

P ∗
l = P ∗

1 > 0, (76)

which means that f(r) is an increasing function for any r ≥ P0
P ∗1 +P ∗2 +···+P ∗L

, and the minimum of f(r) is

achieved when r = P0
P ∗1 +P ∗2 +···+P ∗L

. It implies that the average total transmission power resulting from the new

power sequence with r = P0
P ∗1 +P ∗2 +···+P ∗L

(< 1) is less than that based on the power sequence P ∗
1 , P ∗

2 , · · · , P ∗
L.

This is contradictory to the assumption that the power sequence P ∗
1 , P ∗

2 , · · · , P ∗
L minimizes the average total

transmission power P̄ . Therefore, the minimum average total transmission power P̄ can be achieved at the
boundary of the constraint (with equality) in (62). We note that with r = P0

P ∗1 +P ∗2 +···+P ∗L
, the new power

sequence satisfies
P̃1 + P̃2 + · · ·+ P̃L = P0, (77)

which is the boundary of the constraint in (62).
We note that in general a Lagrangian solution may not guarantee global optimality, i.e. it may lead to a local

minima or maxima. Fortunately, the Lagrangian solution in (68) and (70) leads to a global minima as explained
as follows. From the Lagrangian solution in (68) and (70) and the total power constraint P1+P2+· · ·+PL = P0,
we can see that there is only one unique power sequence P1, P2, · · · , PL that results from the Lagrangian
solution. So, the unique power sequence guarantees the global optimality which, however, can be either global
minima or maxima. We further exam that with a trivial power assignment P1 = P0, P2 = P3 = · · · = PL,
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Table 1: Algorithm to determine the optimal power assignment sequence Pk (1 ≤ k ≤ L)
Step 1 : Input γ0, p0, σ

2
sd,N0. Calculate P0 = γ0N0

σ2
sdln 1

1−p0

.

Step 2 : Set lower = 0 and upper = P0.

Step 3 : Let P1 = (lower + upper)/2, and calculate

P2 = σ2
sdP 2

1
γ0N0

,

Pk = σ2
sd(

∑k−1
i=1 Pi)

2

γ0N0

[
1− e

− Pk−1γ0N0

σ2
sd(

∑k−1
i=1

Pi)(∑k−2
i=1

Pi)
]

,

for any k = 3, 4, · · · , L.

Step 4 : Check if abs(P1 + P2 + · · ·+ PL − P0) < ε(= 0.001), then stop

and output power sequence P1, P2, · · · , PL; otherwise,

if P1 + P2 + · · ·+ PL − P0 < 0, set lower = P1;
if P1 + P2 + · · ·+ PL − P0 > 0, set upper = P1;

and go to Step 3.

the resulting average total transmission power is P̄ = P0, which is larger than the average total transmission
power resulting from the power sequence associated with the Lagrangian solution. Therefore, the unique power
sequence from the Lagrangian solution guarantees the global minima. We summarize the above discussion in
the following theorem.

Theorem 1 In the H-ARQ transmission protocol, to minimize the average total transmission power, the optimal
transmission power Pk at the kth, 1 ≤ k ≤ L, transmission round must satisfy the following

P2 =
σ2

sdP
2
1

γ0N0
, (78)

Pk =
σ2

sd(
∑k−1

i=1 Pi)2

γ0N0

[
1− e

− Pk−1γ0N0

σ2
sd(

∑k−1
i=1

Pi)(∑k−2
i=1

Pi)
]

, (79)

for k = 3, 4, · · · , L, and
P1 + P2 + · · ·+ PL = P0, (80)

where P0
4
= γ0N0

σ2
sdln 1

1−p0

, γ0 is the required SNR for correct decoding, N0 is the additive white noise variance,

σ2
sd is the Rayleigh fading variance, and p0 is the targeted H-ARQ outage probability. ¤

From Theorem 1, we can see that the optimal transmission power sequence is uniquely determined by the set
of equations (78)–(80). The optimal transmission power level for each (re)transmission round can be calculated
recursively. According to (78) and (79), for any k = 2, 3, · · · , L, the optimal transmission power value Pk can
be calculated based on P1, P2, · · · , Pk−1. So for any given power P1, all other transmission power Pk, k =
2, 3, · · · , L, can be subsequently determined. The optimal initial power P1 can be numerically found based
on (80) by the Newton method. A complete algorithm to recursively determine the optimal power assignment
sequence Pk, k = 1, 2, · · · , L, is detailed in Table I.

When L = 2, we have a closed-form solution for the optimal power sequence. In this case, P1 + P2 = P0
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and P2 = σ2
sdP 2

1
γ0N0

. By solving the two equations, the optimal transmission power P1 and P2 are given by

P1 =
2P0

1 +
√

1 + 4σ2
sdP0

γ0N0

, (81)

P2 =
γ0N0

4σ2
sd




√
1 +

4σ2
sdP0

γ0N0
− 1




2

. (82)

From (81) and (82), we can see that if γ0N0

σ2
sd

> P0
2 , then P1 > P0

2 , which implies that P1 > P2, i.e. the power
assigned in the first transmission round should be larger than that for the second retransmission round. The
condition γ0N0

σ2
sd

> P0
2 means

γ0N0

σ2
sd

>
1
2

γ0N0

σ2
sdln 1

1−p0

,

which is true when p0 > 1 − e−
1
2 ≈ 0.3935. On the other hand, if γ0N0

σ2
sd

< P0
2 (i.e. p0 < 1 − e−

1
2 ), then

P1 < P0
2 , which means P1 should be less than P2 (an opposite power assignment strategy compared to that of

P1 > P2). Especially, when the targeted outage probability is p0 = 1 − e−
1
2 , the optimal power assignment

is P1 = P2, i.e. an equal power assignment, no matter what are the required SNR γ0, the noise variance N0

and the channel variance σ2
sd. From the case of L = 2, we can see that the optimal power can be assigned

either in an increasing, decreasing or equal way depending on the targeted outage probability performance of
the H-ARQ protocol. This is different from the case in [35] where the optimal transmission power must be
increasing in every retransmission.

For the general case of L > 2, numerical results (shown in Figs. 2-4 in Section 4) reveal that the optimal
power assignment sequence can be neither increasing nor decreasing. Actually, from the theorem we can see
that when P1 < γ0N0

σ2
sd

, the optimal transmission power P2 is less than P1 according to (78). On the other hand,

when P1 > γ0N0

σ2
sd

, the optimal transmission power P2 is larger than P1. This phenomenon is fundamentally
different from the case in [35] where the optimal transmission power sequence is always increasing.

We note that if P1 > γ0N0

σ2
sd

, then the optimal power assignment sequence in Theorem 1 is monotonically
increasing, i.e. P1 < P2 < · · · < PL. From (78), it is easy to see that P2 > P1 in this case. For any
k = 3, 4, · · · , L, since 1− e−x > x− 1

2x2 for any x > 02, so from (79) we have

Pk >
σ2

sd(
∑k−1

i=1 Pi)2

γ0N0


 Pk−1γ0N0

σ2
sd

(∑k−1
i=1 Pi

)(∑k−2
i=1 Pi

) − P 2
k−1(γ0N0)2

2σ4
sd

(∑k−1
i=1 Pi

)2 (∑k−2
i=1 Pi

)2




=


1 +

Pk−1∑k−2
i=1 Pi

− Pk−1γ0N0

2σ2
sd

(∑k−2
i=1 Pi

)2


Pk−1. (83)

Since γ0N0

σ2
sd(

∑k−2
i=1 Pi)

< γ0N0

σ2
sdP1

< 1, it is easy to see that

Pk−1∑k−2
i=1 Pi

− Pk−1γ0N0

2σ2
sd

(∑k−2
i=1 Pi

)2 =
Pk−1∑k−2
i=1 Pi


1− γ0N0

2σ2
sd

(∑k−2
i=1 Pi

)

 > 0. (84)

2In this footnote, we would like to prove that G(x)
4
= (1−e−x)−(x− 1

2
x2) > 0 for any x > 0. We can see that G′(x) = e−x+x−1

and G′′(x) = −e−x + 1. Since G′(0) = 0 and G′′(x) > 0 for any x > 0, so G′(x) > 0 for any x > 0, i.e. G(x) is monotonically
increasing for x > 0. With G(0) = 0, we conclude that G(x) > 0 for any x > 0.
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Combining (83) and (84), we conclude that Pk > Pk−1 for any k = 3, 4, · · · , L. Thus, the optimal power
assignment sequence in Theorem 1 is monotonically increasing in this case. Actually, in this case the optimal
power assignment sequence increases as a function of P1 roughly in a polynomial way, which is shown in the
next section.

3.2.3 Approximation of the Optimal Power Sequence

To reduce calculation complexity in the optimal power assignment, we present in this section a simple and tight
approximation for the optimal transmission power sequence. The tight approximation allows us to get more
insight understanding of the optimal power assignment strategy for the H-ARQ protocol.

Since 1− e−x ≈ x for small x, so for any k = 3, 4, · · · , L, the optimal transmission power Pk in (79) can be
approximated as

Pk ≈ σ2
sd(

∑k−1
i=1 Pi)2

γ0N0
× Pk−1γ0N0

σ2
sd(

∑k−1
i=1 Pi)(

∑k−2
i=1 Pi)

(85)

= Pk−1 +
P 2

k−1∑k−2
i=1 Pi

. (86)

The approximation in (85) is tight when Pk−1γ0N0

σ2
sd(

∑k−1
i=1 Pi)(

∑k−2
i=1 Pi)

is small and it is true in general. We can verify

that when k = 3,
Pk−1γ0N0

σ2
sd(

∑k−1
i=1 Pi)(

∑k−2
i=1 Pi)

=
1

1 + σ2
sd

γ0N0
P1

which is strictly less than 1, and it becomes smaller when the power P1 is larger. When k > 3,

Pk−1γ0N0

σ2
sd(

∑k−1
i=1 Pi)(

∑k−2
i=1 Pi)

<

γ0N0

σ2
sd∑k−2

i=1 Pi

which is small when any of P1, P2, · · · , Pk−2 is large.
When k = 3, substituting P2 = σ2

sdP 2
1

γ0N0
into (86), we have

P3 ≈ P2 +
P 2

2

P1
=

σ2
sdP

2
1

γ0N0

(
1 +

σ2
sdP1

γ0N0

)
. (87)

When k = 4, substituting P2 = σ2
sdP 2

1
γ0N0

and the above approximation of P3 into (86), we can approximate P4 as

P4 ≈ P3 +
P 2

3

P1 + P2
=

σ2
sdP

2
1

γ0N0

(
1 +

σ2
sdP1

γ0N0

)2

. (88)

Assume that for any k ≤ k0(> 2), it is true that

Pk ≈
σ2

sdP
2
1

γ0N0

(
1 +

σ2
sdP1

γ0N0

)k−2

, k = 3, 4, · · · , k0, (89)

then for k = k0 + 1, we have

Pk0+1 ≈ Pk0 +
P 2

k0∑k0−1
i=1 Pi

(90)

=
σ2

sdP
2
1

γ0N0

(
1 +

σ2
sdP1

γ0N0

)k0−2

+

(
σ2

sdP 2
1

γ0N0

)2 (
1 + σ2

sdP1

γ0N0

)2k0−4

P1 + σ2
sdP 2

1
γ0N0

∑k0−1
i=2

(
1 + σ2

sdP1

γ0N0

)i−2
(91)

=
σ2

sdP
2
1

γ0N0

(
1 +

σ2
sdP1

γ0N0

)(k0+1)−2

, (92)
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Table 2: Algorithm to determine the approximation of the optimal power sequence Pk (1 ≤ k ≤ L)
Step 1 : Input γ0, p0, σ

2
sd,N0. Calculate P0 = γ0N0

σ2
sdln 1

1−p0

.

Step 2 : Set lower = 0 and upper = P0.

Step 3 : Let P1 = (lower + upper)/2, and calculate

temp = P1

(
1 + σ2

sdP1

γ0N0

)L−1
− P0.

Check if abs(Temp) < ε(= 0.001), then output

the optimal power P1 and go to Step 4; otherwise

if temp < 0, set lower = P1;
if temp > 0, set upper = P1;

and repeat Step 3.

Step 4 : Calculate the optimal transmission power Pk as follows :

Pk ≈ σ2
sdP 2

1
γ0N0

(
1 + σ2

sdP1

γ0N0

)k−2
, k = 2, 3, · · · , L.

i.e. the result in (89) is also true for k = k0 + 1. Thus, by induction we can conclude that for any k =
2, 3, · · · , L, we have

Pk ≈
σ2

sdP
2
1

γ0N0

(
1 +

σ2
sdP1

γ0N0

)k−2

. (93)

Based on the approximation and the sum-power constraint in (80), we have a constraint on the optimal power
P1 as follows

P1 +
L∑

k=2

σ2
sdP

2
1

γ0N0

(
1 +

σ2
sdP1

γ0N0

)k−2

= P0 (94)

or equivalently

P1

(
1 +

σ2
sdP1

γ0N0

)L

= P0. (95)

The left-hand side of the equation (95) is an increasing function in terms of power P1, so there is a unique
solution for the equation. Thus, the optimal power P1 can be easily determined based on the equation in (95)
by using the Newton method. We summarize the above discussion in the form of the following theorem.

Theorem 2 In the H-ARQ transmission protocol, the optimal transmission power at each round can be ap-
proximated as

Pk ≈
σ2

sdP
2
1

γ0N0

(
1 +

σ2
sdP1

γ0N0

)k−2

(96)

for k = 2, 3, · · · , L where P1 is determined by the equation

P1

(
1 +

σ2
sdP1

γ0N0

)L−1

= P0, (97)

where P0 = γ0N0

σ2
sdln 1

1−p0

. ¤

From Theorem 2, we observe that for any k = 2, 3, · · · , L, the optimal transmission power Pk can be ap-
proximated as a function of P1. The optimal transmission power P1 can be directly determined by the equation
(97), then all other optimal transmission power values Pk, k = 2, 3, · · · , L can be obtained immediately based
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on the closed-form expression in (96). The procedure is detailed in the algorithm in Table II. We can see that
the calculation complexity of the algorithm in Table II is much less than that of the recursive algorithm in Table
I. The approximation in Theorem 2 provides some insight understanding that the optimal transmission power in
each retransmission round varies in term of P1 (the transmission power in the first round) in a polynomial way.

When L = 2, the constraint in (97) is reduced to P1

(
1 + σ2

sdP1

γ0N0

)
= P0. By solving the equation, we have

the optimal power value for the first transmission round as P1 = 2P0

1+

√
1+

4σ2
sd

P0
γ0N0

, which matches with the exact

power value given in (81). When L > 2, based on the constraint in (97), the optimal transmission power P1

can be bounded as follows. Since the geometric mean is not greater than the arithmetic mean, we have

σ2
sd

γ0N0
P0 =

σ2
sdP1

γ0N0

(
1 +

σ2
sdP1

γ0N0

)L−1

<


(L− 1) + L

σ2
sdP1

γ0N0

L




L

, (98)

i.e.

P1 >
γ0N0

σ2
sd

[(
σ2

sdP0

γ0N0

) 1
L

− L− 1
L

]
. (99)

On the other hand, since

P0 = P1

(
1 +

σ2
sdP1

γ0N0

)L−1

>

(
σ2

sd

γ0N0

)L−1

PL
1 , (100)

so we have

P1 <
γ0N0

σ2
sd

(
σ2

sdP0

γ0N0

) 1
L

. (101)

Therefore, the optimal transmission power P1 is bounded as follows

γ0N0

σ2
sd

[(
σ2

sdP0

γ0N0

) 1
L

− L− 1
L

]
< P1 <

γ0N0

σ2
sd

(
σ2

sdP0

γ0N0

) 1
L

, (102)

in which the upper bound is tight when P0 is large. The difference between the lower bound and the upper
bound is less than γ0N0

σ2
sd

.
In Figs. 10 and 11, we show comparisons of the approximation of the optimal transmission power sequence

by Theorem 2 with the exact optimized power sequence by Theorem 1. In these two figures, we assumed
that the targeted SNR is γ0 = 10 dB, the required outage performance is p0 = 10−3, σ2

sd = 1 and N0 = 1.
The maximum number of transmission rounds is L = 3 in Fig. 10, and L = 5 in Fig. 11. We can see
that the approximations of the optimal transmission power values (solid line with ’∗’) match very well with
those based on exactly numerical calculation (solid line with ’◦’). For comparison, we also include in the
figures the transmission power level of the equal-power assignment strategy. We observe that in the first few
(re)transmission rounds, the optimal power assignment strategy assigns significantly less transmission power
compared to the equal-power assignment strategy.

The optimum transmission power sequence is increasing in both cases in Figs. 10 and 11. Actually, the
optimum transmission power sequence can be neither increasing or deceasing, which is shown in Fig. 12. In
this case, the maximum number of retransmission rounds is L = 10, the targeted SNR is γ0 = 10 dB and the
required outage performance is p0 = 10−1. We can see that the optimal power assignment is decreasing in
the first two rounds and increasing after that. Moreover, we observe that in this case there is a gap between
the approximations of the optimal transmission power sequence and the exactly calculated sequence. Since
when k = 3, the term Pk−1γ0N0

σ2
sd(

∑k−1
i=1 Pi)(

∑k−2
i=1 Pi)

= 1

1+
σ2

sd
P1

γ0N0

≈ 0.63 which is not small enough in this case,

so the approximation of the exponential term in (85) is not tight. The difference between the approximated
sequence and the exactly calculated power sequence can be more significant when the the maximum number
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Figure 10: Transmission power sequence of the optimal power assignment strategy with L = 3,
γ0 = 10 dB, p0 = 10−3.
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Figure 11: Transmission power sequence of the optimal power assignment strategy with L = 5,
γ0 = 10 dB, p0 = 10−3.
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Figure 12: Transmission power sequence of the optimal assignment strategy with L = 10, γ0 =
10 dB, p0 = 10−1.

of retransmission rounds L goes to infinity. Fortunately, this is not the case in practice where a reasonable L is
normally less than 10 due to delay consideration.

Finally, based on the approximation of the optimal transmission power sequence, the average total transmis-
sion power of the H-ARQ protocol accounting for requested retransmissions can be approximated as follows

P̄opt ≈ P1 +
L∑

l=2

σ2
sdP

2
1

γ0N0

(
1 +
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sdP1

γ0N0

)l−2
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sdP

2
1

γ0N0

(
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γ0N0

)l−2
[
1− e

− γ0N0
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sd
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(
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σ2
sdP1

γ0N0

)−l+2]
. (103)

The approximation of the average total transmission power is a function of P1. Moreover, when P1 > γ0N0

σ2
sd

,

then using the approximation 1 − e−x ≈ x for small x, the average total transmission power across requested
retransmissions can be further approximated as

P̄opt ≈ P1 +
L∑

l=2

P1 = LP1. (104)

This approximation is tight when L is small, since P1 is normally larger than γ0N0

σ2
sd

in this case. It shows that
the average total transmission power is roughly the product of the transmission power in the first round and the

number of retransmission rounds allowed in the H-ARQ protocol. If we approximate P1 as γ0N0

σ2
sd

(
σ2

sdP0

γ0N0

) 1
L

based on (101), then the average total transmission power with the optimal power assignment sequence can be
approximated as

P̄opt ≈ L
γ0N0

σ2
sd

(
σ2

sdP0

γ0N0

) 1
L

=
L

(ln 1
1−p0

)
1
L

γ0N0

σ2
sd

. (105)
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3.2.4 Performance Comparisons between the Equal and Optimal Power Assignments

In this subsection, we compare the power efficiency of the H-ARQ protocols with the optimal power assignment
strategy derived in this work and the conventional equal-power assignment approach. In numerical calculation,
we assume that the variance of the channel hsd is σ2

sd = 1 and the noise variance is N0 = 1.
For a targeted outage probability p0, according to (61), the equal-power assignment approach should also

follow the power constraint
L∑

l=1

Pl ≥ P0 =
γ0N0

σ2
sdln 1

1−p0

. (106)

Thus, the equal-power assignment is Pl = P0/L for each l = 1, 2, · · · , L. The corresponding average total
transmission power is

P̄equ = P1 +
L∑

l=2

P0

L

[
1− e

− γ0N0

σ2
sd

∑l−1
i=1

P0
L

]

= P0 − P0

L

L∑

l=2

e
− L

l−1
γ0N0
σ2

sd
P0 . (107)

When P0 is large, the average total transmission power of the equal-power assignment strategy can be approxi-
mated as

P̄equ ≈ P0 − P0

L

L∑

l=2

(
1− L

l − 1
γ0N0

σ2
sdP0

)
=

P0

L
+

γ0N0
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sd

L∑

l=2

1
l − 1

. (108)

Therefore, the power efficiency of the optimal power assignment strategy compared to the equal-power assign-
ment approach can be quantified by the following ratio

P̄equ

P̄opt
=

P0
L + γ0N0
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sd

∑L
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1
l−1
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(
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1
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) 1
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1
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. (109)

According to ln 1
1−p0

≈ p0, the ratio can be approximated as

P̄equ

P̄opt
≈ p

1
L
0

L

(
1

Lp0
+

L∑

l=2

1
l − 1

)
. (110)

For small targeted outage probability p0, the ratio can be further approximated as P̄equ

P̄opt
≈ p

1
L
−1

0
L2 . We can see that

the smaller the targeted outage probability p0, the more power saving the optimal power assignment strategy
compared to the equal-power assignment strategy.

For different targeted SNR γ0 (from 0 dB to 40 dB), we compare the average total transmission power of
the optimal power assignment strategy and the equal-power assignment scheme in Figs. 13, 14, and 15 for the
cases of L = 2, L = 3, and L = 5, respectively. The required outage performance of the H-ARQ protocol is
set at p0 = 10−3. When L = 2, from Fig. 13 we observe that the optimal power assignment saves about 9
dB in average total transmission power compared to the equal-power H-ARQ. When L = 3, we can see from
Fig. 14 that the optimal power assignment shows about 10 dB gain compared to the equal-power assignment
scheme. When L = 5, Fig. 15 shows that the optimal power assignment strategy significantly outperforms the
equal-power assignment scheme with a performance improvement of about 11 dB. Moreover, it is interesting to
observe that in each figure, the performance gain of the optimal power assignment strategy is almost constant
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Figure 13: Comparisons of the average total transmission power between the equal and optimal
power assignment strategies with different targeted SNRs. L = 2, p0 = 10−3.
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Figure 14: Comparisons of the average total transmission power of the equal and optimal power
assignment strategies with different targeted SNRs. L = 3, p0 = 10−3.
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Figure 15: Comparisons of the average total transmission power of the equal and optimal power
assignment strategies with different targeted SNRs. L = 5, p0 = 10−3.
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Figure 16: Comparisons of the average total transmission power of the equal and optimal power
assignment strategies with different targeted outage probabilities. L = 2, γ0 = 10 dB.
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Figure 17: Comparisons of the average total transmission power of the equal and optimal power
assignment strategies with different targeted outage probabilities. L = 3, γ0 = 10 dB.
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Figure 18: Comparisons of the average total transmission power of the equal and optimal power
assignment strategies with different targeted outage probabilities. L = 5, γ0 = 10 dB.
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for different targeted SNR γ0 (from 0 dB to 40 dB). This is consistent with the theoretical approximation P̄equ

P̄opt

in (110) which does not rely on the targeted SNR γ0. When L = 2 and p0 = 10−3, the ratio in (110) is
P̄equ

P̄opt
= 8.99 dB (the observed power saving in Fig. 13 is 9 dB). When L = 3 and p0 = 10−3, the ratio in (110)

is P̄equ

P̄opt
= 10.48 dB (the observed power saving in Fig. 14 is 10 dB).

We also compare the average total transmission power required in the two power assignment strategies with
different targeted outage probability values. We assume the required SNR is γ0 = 10 dB. Figs. 16, 17 and 18
present comparison results for the cases of L = 2, L = 3, and L = 5, respectively. From the three figures,
we can see that for an outage performance of p0 = 10−4, the power savings of the optimal power assignment
strategy compared to the equal-power assignment scheme are 15 dB when L = 2, 17 dB when L = 3, and
19 dB when L = 5. The lower the required outage probability, the more important optimization of the power
sequence becomes. Moreover, we also observe that with the same targeted outage performance, the larger the
number of retransmission rounds allowed in the H-ARQ protocol, the larger the performance gain between the
optimal power assignment scheme and the equal-power assignment scheme.

We also show the average total transmission power based on the approximated optimal power sequence in the
six figures. We can see that the average total transmission power based on the approximated power sequence
matches matches tightly with that from the exact optimal power sequence in each case. Note that the exact
calculation of the optimal transmission power sequence is based on Theorem 1 and the approximated power
sequence comes from Theorem 2.

3.3 Differential Amplify-and-Forward Relaying: Performance Analysis and Power Optimiza-
tion

In this subsection, first we briefly review the DAF relaying scheme. Second, we present our exact outage
probability result and the asymptotically tight approximation. Third, the asymptotically optimum power allo-
cation scheme is presented. At the end of this subsection, numerical and simulation results are given and a few
conclusions are made.

3.3.1 System Model

We consider a system model which consists of one source, one relay, and one destination using a DAF relay-
ing protocol, as shown in Figure 1. In DAF transmissions, each information symbol vm is first differentially
encoded at the source as

xτ = vmxτ−1 (111)

where xτ denoted the signal to be transmitted from the source at time τ , vm = ejφm , and {φm}M−1
0 is a set of

M information phases [44, 45]. We consider a cooperative strategy with two phases, in which users transmit
their information through orthogonal channels by frequency division or time division multiplexing.

In phase 1, the source broadcasts the signal xτ to the destination and the relay. Then the received signals at
the destination and at the relay can be modeled, respectively, as

yτ
s,d =

√
P1hs,dx

τ + ητ
s,d (112)

yτ
s,r =

√
P1hs,rx

τ + ητ
s,r (113)

where P1 is the transmitted power at the source, hs,d and hs,r are the channel coefficients from the source to
the destination and to the relay respectively, ητ

s,d and ητ
s,r are additive noise, respectively.

In Phase 2, the relay amplifies the received signal and forwards it to the destination with an amplification
factor α. The received signal at the destination can be written as

yτ
r,d =

√
P2hr,dαyτ

s,r + ητ
r,d (114)
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Figure 19: An illustrative cooperative system model.

where P2 is the transmitted power at the relay, hr,d is the channel coefficient from the relay to the destination,
and ητ

r,d is additive noise.
The channel coefficients hs,d, hs,r and hr,d are modeled as independent zero-mean complex Gaussian ran-

dom variables with variances δ2
s,d, δ2

s,r and δ2
r,d, respectively. The noise ητ

s,d, η
τ
s,r and ητ

r,d are modeled as
independent complex Gaussian random variables with zero mean and variance N0. Note that |hi,j |2, (i, j) ∈
{(s, d), (s, r), (r, d)} are exponential random variables with PDF p|hi,j |2(t) = 1

δ2
i,j

exp(− t
δ2
i,j

). To normalize

the transmitted power at the relay, we consider

α2 =
1

P1δ2
s,r + N0

. (115)

From (113)-(115), the received signal at the destination in Phase 2 can be rewritten as

yτ
r,d = h̃r,dx

τ + η̃τ
r,d (116)

where

h̃r,d =

√
P1P2

P1δ2
s,r + N0

hr,dhs,r (117)

η̃τ
r,d =

√
P2

P1δ2
s,r + N0

hr,dη
τ
s,r + ητ

r,d (118)

and η̃τ
r,d is a zero-mean complex Gaussian random variable with variance ( P2|hr,d|2

P1δ2
s,r+N0

+ 1)N0.
For differential demodulation at the receiver side, the fading coefficients are assumed to be approximately the

same over two consecutive symbol periods. Then, according to (111) and (112), we may rewrite the received
signal at the destination in Phase 1 as

yτ
s,d = yτ−1

s,d vm + nτ
s,d (119)

where nτ
s,d = ητ

s,d − vmητ−1
s,d . Similarly, with (111) and (116), we have

yτ
r,d = yτ−1

r,d vm + nτ
r,d (120)

where nτ
r,d = η̃τ

r,d − vmη̃τ−1
r,d . Finally, at the destination, we combine the received signal from the source in

Phase 1 and that from the relay in Phase 2 to jointly detect the transmitted information. Based on the maximum
ratio combining (MRC) detection [46], the combined output at the destination is

yτ = a1(yτ−1
s,d )∗yτ

s,d + a2(yτ−1
r,d )∗yτ

r,d (121)
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where the coefficients a1 and a2 are given by [42, 37]

a1 =
1

N0

a2 =
P1δ

2
s,r + N0

N0(P1δ2
s,r + P2|hr,d|2 + N0)

(122)

which maximize the SNR of the combined output. The transmitted information symbol is detected as follows

v̂m = arg maxm=0,1,...,M−1Re{v∗myτ} (123)

Note that the optimum combining coefficient in (122) needs the instantaneous amplitude square of the channel
hr,d. In practice, this may be replaced by the statistics of the channel such as the variance of the channel, which
results in the following combining coefficients [42]

â1 =
1

N0

â2 =
P1δ

2
s,r + N0

N0(P1δ2
s,r + P2δ2

r,d + N0)
(124)

It was observed in [42] that the performances of the two combining coefficients (122) and (124) are close. Since
the analysis of the outage probability based on the combining coefficient (124) is intractable which may not
provide any insight understanding, we consider in the following the analysis based on the combining coefficient
(122). The analysis will provide a benchmark for the performance of the DAF relaying scheme and reveal some
insight understanding of the DAF relaying.

3.3.2 Outage Analysis for The DAF Relaying

In the DAF relaying scheme, the instantaneous SNR γ of the combining output at the destination based on the
MRC combining coefficients (122) can be represented as [42, 37]

γ = γ1 + γ2, (125)

where

γ1 =
P1|hs,d|2

N0
, (126)

γ2 =
P1P2|hs,r|2|hr,d|2

N0(P1δ2
s,r + P2|hr,d|2 + N0)

. (127)

An outage is declared if the instantaneous SNR γ falls below a certain specified threshold γth, so the outage
probability is Pout = Pr{0 ≤ γ ≤ γth} [47]. If we denote the CDF of the SNR γ as Fγ(x), then the outage
probability of the DAF relaying is Pout = Fγ(γth).

We develop the CDF of the SNR γ as follows. Note that γ1 and γ2 are two independent random variables.
Hence the CDF of γ is

Fγ(x) = Pr{0 ≤ γ1 + γ2 ≤ x}
=

∫ x

0
Pr{0 ≤ γ2 ≤ x− γ1}pγ1(γ1)dγ1. (128)

Let βs,d = N0

P1δ2
s,d

, βs,r = N0
P1δ2

s,r
and βr,d = N0

P2δ2
r,d

, then pγ1(γ1), the PDF of γ1, in (128) is given by pγ1(γ1) =

βs,de
−βs,dγ1 . Furthermore, if we denote γs,r = P1|hs,r|2/N0 and γr,d = P2|hr,d|2/N0, then the CDF of γ2 can
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be determined as

Fγ2(x)=Pr{0 ≤ γs,rγr,d

1 + 1/βs,r + γr,d
≤ x}

=
∫ ∞

0

Pr{0≤γs,r≤ (1 + 1/βs,r)x
γr,d

+ x}pγr,d
(γr,d)dγr,d

=
∫ ∞

0

(
1− e

−βs,r(
(1+1/βs,r)x

γr,d
+x)

)
βr,de

−βr,dγr,ddγr,d

=1− βr,de
−βs,rx

∫ ∞

0

e
−βr,dγr,d− (1+βs,r)x

γr,d dγr,d. (129)

Substitute (129) with argument x− γ1 into (128), we have

Fγ(x) =
∫ x

0

βs,de
−βs,dγ1dγ1

−
∫ x

0

βr,de
−βs,r(x−γ1)

(∫ ∞

0

e−βr,dt− (1+βs,r)(x−γ1)
t dt

)
βs,de

−βs,dγ1dγ1. (130)

In (130), the first part is
∫ x
0 βs,de

−βs,dγ1dγ1 = 1 − e−βs,dx. The second part can be further calculated by
switching the integration order, i.e. integrating in terms of the variable γ1 first and then for the variable t, as
follows:

∫ ∞

0

∫ x

0

βr,dβs,de
−βs,r(x−γ1)−βr,dt− (1+βs,r)(x−γ1)

t −βs,dγ1dγ1dt

=
∫ ∞

0

βr,dβs,de
−βr,dt

βs,d − βs,r − (1 + βs,r)/t

(
e−(

1+βs,r
t +βs,r)x − e−βs,dx

)
dt.

By combining the above two parts, we obtain the CDF of the SNR γ. Therefore, the outage probability of the
DAF relaying can be specifically given by

Pout(γth) = 1− e−βs,dγth −
∫ ∞

0

βr,dβs,de
−βr,dt

βs,d−βs,r− 1+βs,r

t

×
(
e−(

1+βs,r
t

+βs,r)γth−e−βs,dγth

)
dt. (131)

Comparing to the result in [43], in which the outage probability was presented by a triple integral, our result
involves only a single integral, which can be easier to calculate numerically.

For a special case of βs,d = βs,r, i.e. the source-destination and source-relay links have the same channel
variance, the outage probability in (131) can be simplified as

Pout(γth) = 1− e−βs,rγth

− βs,rβr,d

1 + βs,r
e−βs,rγth

∫ ∞

0
te−βr,dt(1− e−

(1+βs,r)γth
t )dt, (132)

which can be further represented as

Pout(γth)=1− e−βs,rγth − e−βs,rγth
βs,r

(1 + βs,r)βr,d

+e−βs,rγth· 2βs,rγthK2(2
√

(1 + βs,r)βr,dγth), (133)

where K2(·) is the 2nd order modified Bessel function of the second kind [48, (3.478.4)].
Although the exact expression in (131) is much simpler than the result in [43], it still involves an integral.

To get further insight understanding of the DAF relaying scheme, we try to approximate the outage proba-
bility in the following. With the aid of an approximation of the modified Bessel function, we can obtain an
asymptotically tight approximation for the outage probability at high SNR. We have the following result.
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Theorem 3 If all channel links hs,d, hs,r and hr,d are available, i.e. δs,d 6= 0, δs,r 6= 0, and δr,d 6= 0, then
for sufficiently high SNR, the outage probability Pout of the DAF relaying can be approximated as

Pout ≈ γ2
thN2

0

2P1δ2
s,d


 1

P1δ2
s,r

+

1
2 − ln(γthN0

P2δ2
r,d

)

P2δ2
r,d


 . (134)

Proof: First, we try to approximate the CDF of γ2 in (129) as follows. Denote t = βr,dγr,d and y =
(1 + βs,r)βr,dx, then the CDF of γ2 (129) can be rewritten as

1− e
− βs,ry

(1+βs,r)βr,d

∫ ∞

0
e−t− y

t dt.

For simplicity, denote g(y) =
∫∞
0 e−t− y

t dt, then

g′(y) = −
∫ ∞

0

e−t− y
t

t
dt = −2K0(2

√
y),

where K0(·) is the zero-order modified Bessel function of the second kind. Note that for sufficiently high SNR,
y = (1 + βs,r)βr,dx is small, which may go to zero. For small y, there exists a positive value y0 (0 < y0 < y)
such that

g(y) ≈ g(y0) + g′(y0)y,

where for small y0, g(y0) and g′(y0) can be approximated as [49]
g(y0) ≈ 1,

g′(y0) = −2K0(2
√

y0) ≈ ln(y0).

Thus, for sufficiently small variable y, we have

g(y) ≈ 1 + ln(y0)y ≈ 1 + ln(y)y. (135)

With the approximation in (135) and e−βs,rx ≈ 1−βs,rx, we have an approximation for the CDF of γ2 in (129)
as follows:

Fγ2(x) ≈ βs,rx− βr,dxln(βr,dx). (136)

Substituting the approximation (136) into (128), and with e−βs,dγ1 ≈ 1−βs,dγ1 for sufficiently small argument
βs,dγ1, the CDF of γ, Fγ(x), can be approximated as

Fγ(x) ≈
∫ x

0
[βs,r(x− γ1)− βr,d(x− γ1)ln(βr,d(x− γ1))]

× [βs,d(1− βs,dγ1)]dγ1

4
= I1 + I2 + I3 + I4, (137)

where

I1 = βs,dβs,r

∫ x

0

(x− γ1)dγ1 =
1
2
βs,dβs,rx

2,

I2 = −β2
s,dβs,r

∫ x

0

(x− γ1)γ1dγ1 = −1
6
β2

s,dβs,rx
3,

I3 = −βs,dβr,d

∫ x

0

(x− γ1)ln(βr,d(x− γ1))dγ1

=
1
4
βs,dβr,dx

2 − 1
2
βs,dβr,dx

2ln(βr,dx),

I4 = β2
s,dβr,d

∫ x

0

(x− γ1)γ1ln(βr,d(x− γ1))dγ1

= − 5
36

β2
s,dβr,dx

3 +
1
6
β2

s,dβr,dx
3ln(βr,dx). (138)
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Substituting I1, I2, I3 and I4 into (137), we have

Fγ(x) =
1
2
βs,dβs,rx

2+
1
4
βs,dβr,dx

2− 1
2
βs,dβr,dx

2ln(βr,dx)

−1
6
β2

s,dβs,rx
3− 5

36
β2

s,dβr,dx
3+

1
6
β2

s,dβr,dx
3ln(βr,dx). (139)

We observe that when βs,d, βs,r and βr,d go to zero, the terms involving β2
s,dβs,r and β2

s,dβr,d go to zero faster
than the terms with βs,dβs,r and βs,dβr,d. As a result, for high SNR, the CDF of γ can be approximated as

Fγ(x) ≈ 1
2
βs,dβs,rx

2+
1
4
βs,dβr,dx

2− 1
2
βs,dβr,dx

2ln(βr,dx), (140)

which implies the approximation of the outage probability in the theorem.

3.3.3 Optimum Power Assignment

Based on the closed-form tight approximation of the outage probability in (134), we can determine an asymptot-
ically optimum power allocation scheme for the DAF cooperation scheme. For a given total transmitted power
budget of P1 + P2 = P , we try to minimize the outage approximation to find an optimum power allocation
ratio.

Let P1 = rP, P2 = (1− r)P , and denote B = 1
2 − ln(γthN0

Pδ2
r,d

), then the outage approximation (134) can be

rewritten as

Pout =
γ2

thN2
0

2P 2δ2
s,d

(
1

r2δ2
s,r

+
B + ln(1− r)
r(1− r)δ2

r,d

)
. (141)

To find an optimum power ratio r, it is equivalent to minimize

f(r)
4
=

1
r2δ2

s,r

+
B + ln(1− r)
r(1− r)δ2

r,d

(142)

By taking derivative of (142) with respect to r, we have

∂f(r)
∂r

= − 2
r3δ2

s,r

− B(1− 2r)
δ2
r,dr

2(1− r)2

− 1
δ2
r,dr(1− r)2

− ln(1− r)(1− 2r)
δ2
r,dr

2(1− r)2
. (143)

Set the derivative (143) equal to 0, we have

2(1− r)2 +
δ2
s,rB

δ2
r,d

(1− 2r)r

+
δ2
s,r

δ2
r,d

r2 +
δ2
s,r

δ2
r,d

ln(1− r)(1− 2r)r = 0. (144)

For simplicity, denote u(r) = ln(1 − r)(1 − 2r)r, then u(1
2) = 0, u′(1

2) = ln(2) and u′′(1
2) = 4ln(2) + 4.

Therefore, the first three terms of the Taylor expansion to approximate u(r) are

ln(1− r)(1− 2r)r≈u(
1
2
) + u′(

1
2
)(r − 1

2
) +

1
2
u′′(

1
2
)(r − 1

2
)2

= (2ln(2) + 2)r2 − (ln(2) + 2)r +
1
2
. (145)

By plugging (145) into (144), we obtain the following equation

C2r
2 + C1r + C0 = 0, (146)

in which C0 = δ2
s,r

2δ2
r,d

+ 2, C1 = δ2
s,r

δ2
r,d

(−ln(2)− 2 + B)− 4, and C2 = δ2
s,r

δ2
r,d

(2ln(2) + 3− 2B) + 2. Solving the

equation, we obtain the following power allocation result.
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Table 3: Comparing the optimum power ratio by exhaustive search and approximation,
assuming {δ2

s,d, δ
2
s,r, δ

2
r,d} = {1, 1, 1}

{δ2
s,d, δ

2
s,r, δ

2
r,d} = {1, 1, 1}

P in dB Exhaustive search r Approximated r

25 0.6746 0.6662
30 0.6296 0.6272
35 0.6052 0.6041
40 0.5891 0.5886

Table 4: Comparing the optimum power ratio by exhaustive search and approximation,
assuming {δ2

s,d, δ
2
s,r, δ

2
r,d} = {1, 1, 100}

{δ2
s,d, δ

2
s,r, δ

2
r,d} = {1, 1, 100}

P in dB Exhaustive search r Approximated r

25 0.8690 0.8607
30 0.8580 0.8513
35 0.8485 0.8429
40 0.8401 0.8354

Theorem 4 If all channel links hs,d, hs,r and hr,d are available, i.e. δs,d 6= 0, δs,r 6= 0, and δr,d 6= 0, then
for sufficiently high SNR, the optimum power allocation ratio r = P1/P for the DAF relaying is

r≈
(Cr,d−2)δ2

s,r−4δ2
r,d+

√
(C2

r,d−2)δ4
s,r+(8Cr,d−12)δ2

s,rδ
2
r,d

(4Cr,d − 6)δ2
s,r − 4δ2

r,d

(147)

where Cr,d = −ln(2N0γth

Pδ2
r,d

) + 1
2 . Furthermore, when SNR goes to infinity, Cr,d is sufficiently large and then the

ratio (147) can be further approximated as:

r ≈
1 +

√
1 +

8δ2
r,d

δ2
s,rCr,d

4
→ 1

2
. (148)

We list in Tables 3 and 4 the comparisons of the optimum power ratio r based on the closed-form approx-
imation presented in Theorem 4 and the ratio obtained by exhaustive search based on the exact expression
in (142). The comparison results are shown for various total transmitted power budget P , and for variances
{δ2

s,d, δ
2
s,r, δ

2
r,d} = {1, 1, 1} and {1, 1, 100}, respectively. From the tables, we can see that the power ratios

calculated based on Theorem 4 are very close to those by exhaustive search.
From Theorem 4, we observe that that the for high SNR, the asymptotically optimum power ratio does not

depend on the source-destination link, and it depends only on the variances of the source-relay and relay-
destination links. Moreover, as the total transmitted power P goes to infinity, the optimum ratio r goes to 0.5,
which implies that an equal power allocation scheme (P1 = P2 = P/2) is optimum in this case.

3.3.4 Simulation Results and Discussions

To verify our analytical results, we carried out some computer simulations. In our simulations, we assume that
the variance of the noise is 1 (i.e. N0 = 1), and the outage SNR threshold is γth = 10 dB.

Figures 20-22 depict the simulated outage probability performance curves, the outage probability approxi-
mation based on Theorem 1, and numerical calculation based on the close-form expression in (131) for three
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Figure 20: Outage probability of the DAF relaying with variances {δ2
s,d, δ

2
s,r, δ

2
r,d} = {1, 1, 1}.
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Figure 21: Outage probability of the DAF relaying with variances {δ2
s,d, δ

2
s,r, δ

2
r,d} = {1, 1, 100}.
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Figure 22: Outage probability of the DAF relaying with variances {δ2
s,d, δ

2
s,r, δ

2
r,d} = {1, 100, 1}.
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Figure 23: Numerical search of the optimum power ratio r for the DAF relaying with variances {δ2
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= {1, 1, 1}, and different transmit power P=20dB, 30dB and 40dB.
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Figure 24: Performance comparison of the DAF relaying with the equal and the optimum power allocation,
with variances {δ2

s,d, δ
2
s,r, δ

2
r,d} = {1, 1, 1}.
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Figure 25: Numerical search of the optimum power ratio r for the DAF relaying with variances {δ2
s,d, δ

2
s,r, δ

2
r,d}

= {1, 1, 100}, and different transmit power P=20dB, 30dB and 40dB.
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Figure 26: Performance comparison of the DAF relaying with the equal and the optimum power allocation,
with variances {δ2

s,d, δ
2
s,r, δ

2
r,d} = {1, 1, 100}.

scenarios: {δ2
s,d, δ

2
s,r, δ

2
r,d} = {1, 1, 1}, {δ2

s,d, δ
2
s,r, δ

2
r,d} = {1, 1, 100}, and {δ2

s,d, δ
2
s,r, δ

2
r,d} = {1, 100, 1}, re-

spectively. We equally allocated power for the source and the relay in the three scenarios. We can see that
the numerical results based on the exact expression in (131) matches with the simulation results. The outage
probability approximation is loose at low SNR and it merges with the simulation curve around 10−2 which is
tight in all the three scenarios.

Figure 23 shows the outage probability performance versus power ratio r = P1/P for different total trans-
mitted power budgets, in which the channel variances are {δ2

s,d, δ
2
s,r, δ

2
r,d} = {1, 1, 1}. In this case, the optimum

power ratio is close to 1/2. The performance of the optimum power allocation scheme is close to that of the
equal power allocation scheme in this case, which is shown in Figure 24.

Figure 25 shows the outage probability performance versus power ratio r = P1/P for the case of {δ2
s,d, δ

2
s,r, δ

2
r,d}

= {1, 1, 100}. In this case, the optimum power ratio is around 0.85. Simulation results in Figure 26 show that
the performance of the optimum power allocation scheme is about 2 dB better than that of the equal power
allocation scheme in this case.

3.4 Joint Power Optimization for Multi-Source and Multi-Destination Relay Network

In this subsection, first we introduce briefly the system model of a multi-source multi-destination relay network
where transmissions occur over non-orthogonal, in general, channels. Second, we determine the maximum
ratio combining of the received signals at each intended destination and exploit the resulting SINR. Third,
we determine the optimum power assignment for the sources and the relay that minimizes the total power
consumption under the condition that the SINR requirement of each source-destination pair is satisfied. Fourth,
we determine the optimum power assignment that maximizes the minimum SINR among all source-destination
pairs subject to any given total power budget. Finally, numerical studies are provided and some discussion are
made at the end.

The following notation is used throughout this subsection. Bold letters in uppercase and lowercase denote
matrices and vectors, respectively. (·)∗, (·)T and (·)H represent the conjugate, the transpose and the Hermitian
transpose operation, respectively. | · | and || · || represent Euclidean norm of a complex number and a vector,
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Figure 27: Multi-source multi-destination relay network.

respectively. IL is an L × L identity matrix. diag(h1, h2, · · · , hL) is an L × L diagonal matrix with diagonal
elements h1, h2, · · · , hL. Ak denotes a sub-matrix of A obtained by deleting the kth column and kth row of
A. If ak represents the kth column of the matrix A, then ak denotes the vector obtained after removing the kth

entry from ak.

3.4.1 System Model

For illustration purposes and simplicity in presentation, we consider a single relay code division multiplexing
system with K sources and K destinations as shown in Fig. 27, where transmissions occur over non-orthogonal,
in general, channels. Our developments can be generalized to multiple-relay systems and other multiplexing
schemes in frequency and/or time. Let Sk denote the kth source and Dk the corresponding destination, k =
1, 2, · · · ,K, and let R denote the relay. The relay forwards simultaneously the signals received from all sources.
Let bk denote the transmitted information symbol of the source Sk with unity energy, i.e. E{|bk|2} = 1,∀k.
The signal sent by the source Sk can be expressed as

sk = ckbk,

where ck = (c(1)
k , c

(2)
k · · · , c

(L)
k )T is the code/signature of the source Sk, which is a unit-energy column vector

with length L. The codes/channels of different sources are, in general, correlated. Let ρkj
4
= cT

k cj denote the

cross-correlation between codes/channels k and j, where ρkj ∈ [0, 1) for k 6= j, and ρkk = 1. Let R 4
= (ρkj)

denote the K ×K cross-correlation matrix, i.e.

R = (c1, c2, ..., cK)T (c1, c2, ..., cK). (149)

We consider the following two-phase amplify-and-forward relay strategy with L time slots in each phase. In
Phase 1, each source Sk transmits the signal sk with transmitted power Pk. Then, the received signals at the
destination Dk and at the relay R during the i-th (1 ≤ i ≤ L) time slot can be modeled, respectively, as

y
(i)
s,dk

=
K∑

l=1

√
Plh

(i)
sl,dk

c
(i)
l bl + n

(i)
s,dk

, 1 ≤ i ≤ L, (150)

y(i)
s,r =

K∑

l=1

√
Plh

(i)
sl,r

c
(i)
l bl + n(i)

s,r, 1 ≤ i ≤ L. (151)

In Phase 2, the relay amplifies the received signals and forwards them to the destination with an amplification
factor α and transmission power Pr. The received signal at the destination Dk during the i-th (1 ≤ i ≤ L) time
slot can be written as

y
(i)
r,dk

=
√

Prh
(i)
r,dk

αy(i)
s,r + n

(i)
r,dk

, i = 1, 2. · · · , L. (152)
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In (150)-(152), h
(i)
sl,dk

, h
(i)
sl,r, and h

(i)
r,dk

, (l, k = 1, ..., K) are the coefficients of the channels between the source
Sl and the destination Dk, between the source Sl and the relay R, and between the relay R and the destination
Dk, respectively, during the i-th (1 ≤ i ≤ L) time slot. n

(i)
s,dk

and n
(i)
r,dk

represent noise at the destination Dk

during the i-th time slot of Phase 1 and Phase 2, correspondingly, while n
(i)
s,r represents noise at the relay R

during the i-th time slot. The channels h
(i)
sl,dk

, h
(i)
sl,r, and h

(i)
r,dk

are assumed to be independent Gaussian random
variables with zero-mean and variances σ2

sl,dk
, σ2

sl,r
, and σ2

r,dk
, respectively. All noise terms are assumed to

be independent Gaussian random variables with zero-mean and variances σ2. Without loss of generality, we
assume σ2 = 1.

The channel coefficients in matrix format can be given as Hsl,dk
= diag(h(1)

sl,dk
, · · · , h

(L)
sl,dk

), Hsl,r =

diag(h(1)
sl,r, · · · , h

(L)
sl,r) and Hr,dk

= diag(h(1)
r,dk

, · · · , h
(L)
r,dk

). Then, the received signals can be expressed as
follows:

ys,dk
=

K∑

l=1

√
PlHsl,dk

clbl + ns,dk
, (153)

ys,r =
K∑

l=1

√
PlHsl,rclbl + ns,r, (154)

yr,dk
=

√
PrαHr,dk

ys,r + nr,dk
, (155)

where ys,dk
= (y(1)

s,dk
, y

(2)
s,dk

, · · · , y
(L)
s,dk

)T , ys,r = (y(1)
s,r , y

(2)
s,r , · · · , y

(L)
s,r )T and yr,dk

= (y(1)
r,dk

, y
(2)
r,dk

, · · · , y
(L)
r,dk

)T .
In (153)–(155), the noise vectors ns,dk

, ns,r and nr,dk
have elements that are independent Gaussian random

variables with zero mean and unit variance. The amplification factor in (155) is specified as

α2 =
1

E{||ys,r||2}
=

1∑K
l=1 Plβsl,r + L

, (156)

where βsl,r = cH
l E{HH

sl,r
Hsl,r}cl. By substituting (154) and (156) into (155), we obtain

yr,dk
=

√
PrαHr,dk

K∑

l=1

√
PlHsl,rclbl +

√
PrαHr,dk

ns,r + nr,dk
. (157)

The destination Dk combines the signals received from the sources in Phase 1 and the signals received from
the relay in Phase 2 to jointly detect the information symbol transmitted by the source Sk. The combined
received signal from Phase 1 and Phase 2 at destination Dk can be expressed in vector form as follows:

yk
4
=

(
ys,dk

yr,dk

)
= Hk,kckbk +

K∑

l=1,l 6=k

Hl,kclbl + nk,

where

Hl,k =
( √

PlHsl,dk√
PlPrαHsl,rHr,dk

)

is a 2L× L virtual channel matrix from the source Sl to the destination Dk, and

nk =
(

ns,dk√
PrαHr,dk

ns,r + nr,dk

)

is an equivalent noise vector of length 2L. We note that Hkk is the channel matrix associated with the desired
source Sk, while Hlk, (l 6= k) are the channel matrices of the interfering sources. Based on maximum ratio
combining (MRC) detection [?], the transmitted signal from the source Sk is generally detected as,

b̂k = arg minbk∈A|wH
k,oyk − bk|2,
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where A is the transmitted signal set. For example,

b̂k = sign(Re{wH
k,oyk}),

for BPSK and

b̂k = sign(Re{wH
k,oyk}) + sign(Im{wH

k,oyk})j,

for QPSK in which j =
√−1. The combining weight vector wk,o of size 2L is chosen to maximize the SINR

at the destination Dk, which is given by

SINR(wk) =
E{|wH

k Hk,kckbk|2}
E{|wH

k (
∑K

l=1,l 6=k Hl,kclbl + nk)|2}
, (158)

i.e.
wk,o = arg maxwk

SINR(wk).

Note that in (158), the expected value in numerator is taken over the random variable bk, while the expected
value in denominator is taken over the random variables bl, l 6= k and all independent noise terms in nk.

3.4.2 System Performance Analysis

To determine the maximum SINR weight vector wk,o and the corresponding SINR at the destination Dk, we
first define

Uk
4
=

K∑

l=1,l 6=k

Hl,kclcH
l HH

l,k + Γk,

Γk
4
= E{nknH

k } =
(

IL 0
0 Prα

2Hr,dk
HH

r,dk
+ IL,

)
.

Then by taking the expectation over the signals bk in numerator, bl, l 6= k and noises in denominator, the SINR
in (158) with any given combining weight vector wk can be written as

SINR(wk) =
|wH

k Hk,kck|2
wH

k Ukwk
. (159)

It is easy to check that Uk is Hermitian and it can be represented in terms of its eigenvalues λ1, λ2, ..., λK and
their associated eigenvectors q1, q2, ..., qK as follows:

Uk =
K∑

k=1

λkqkqH
k ,

where λk ≥ 0,∀k and qH
k ql = 0,∀k, l, k 6= l. Let

U
1
2
k

4
=

K∑

k=1

λ
1
2
k qkqH

k ,

then U
1
2
k is Hermitian and Uk = U

1
2
k U

1
2
k . Moreover,

U−
1
2

k =
K∑

k=1

λ
− 1

2
k qkqH

k ,
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which is also Hermitian. According to Schwartz inequality, we have

|wH
k Hk,kck|2

wH
k Ukwk

=
|wH

k U
1
2
k U−

1
2

k Hk,kck|2

wH
k U

1
2
k U

1
2
k wk

≤ ||wH
k U

1
2
k ||2||U

− 1
2

k Hk,kck||2

||wH
k U

1
2
k ||2

= ||U−
1
2

k Hk,kck||2,

where the equality holds when wH
k U

1
2
k = (U−

1
2

k Hk,kck)H . Thus, the maximum SINR weight vector wk,o is
given by

wk,o = U−1
k Hk,kck.

The corresponding maximum SINR at the destination Dk with the optimum weight vector wk,o is equal to

SINRk = cH
k HH

k,kU−1
k Hk,kck. (160)

In order to optimally allocate power to all sources, we further exploit SINRk in (160) as follows. We define

Ĉk
4
= diag(c1, ..., ck−1, ck+1, ..., cK), which is a L(K−1)×(K−1) block diagonal matrix formed by placing

all code vectors except ck in the diagonal positions, and Ĥk
4
= [H1,k, ..., Hk−1,k, Hk+1,k, ..., HK,k] which is a

2L× L(K − 1) interference channel matrix. Using the above notation, SINRk can be expressed as

SINRk = cH
k HH

k,k(ĤkĈkĈ
H
k ĤH

k + Γk)−1Hk,kck. (161)

According to the Woodbury matrix inversion lemma [75], we have

(ĤkĈkĈ
H
k ĤH

k + Γk)−1 = Γ−1
k − Γ−1

k ĤkĈk(IK−1 + Ĉ
H
k ĤH

k Γ−1
k ĤkĈk)−1Ĉ

H
k ĤH

k Γ−1
k .

Let us now define the following matrix F(k) 4= (f (k)
mn), where

f (k)
mn = ρmn

√
PmPn

(
h∗sm,dk

hsn,dk
+

α2Pr|hr,dk
|2h∗sm,rhsn,r

α2Pr|hr,dk
|2 + 1

)
, (162)

and denote by f(k) the kth column vector of the matrix F(k). Then, after some algebraic calculations, we can
see that





f
(k)
kk = cH

k HH
k,kΓ

−1
k Hk,kck

f(k)

k
= Ĉ

H
k ĤH

k Γ−1
k Hk,kck

F(k)

k
= Ĉ

H
k ĤH

k Γ−1
k ĤkĈk,

(163)

where f(k)

k
contains the channels and the cross-correlation between the intended source Sk and the interfering

sources, while F(k)

k
contains the channels and the cross-correlation among interfering sources. Based on (161)-

(163), we can represent SINRk as

SINRk = f
(k)
kk − f(k)

k
H(IK−1 + F(k)

k
)−1f(k)

k
, (164)

where the superscript (·)(k) indicates the corresponding destination Dk.
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Note that when all the channels are quasi-static over an information symbol period L, i.e. when h
(i)
sn,dk

=

hsn,dk
, h

(i)
sn,r = hsn,r and h

(i)
r,dk

= hr,dk
∀i = 1, 2, · · · , L and ∀n, k = 1, 2, · · · , K, then f

(k)
mn in (162) can be

reduced to

f (k)
mn = ρmn

√
PmPn

(
h∗sm,dk

hsn,dk
+

α2Pr|hr,dk
|2h∗sm,rhsn,r

α2Pr|hr,dk
|2 + 1

)
. (165)

When there are only two source-destination pairs with one relay, i.e. K = 2, the SINRk in (164) with quasi-
static channels is specified as

SINRk=f
(k)
kk − |f (k)

kj |2(1 + f
(k)
jj )−1

= Pk

(
|hsk,dk

|2 +
α2Pr|hr,dk

|2|hsk,r|2
α2Pr|hr,dk

|2 + 1

)
−

ρ2PkPj

∣∣∣∣∣h
∗
sk,dk

hsj ,dk
+

α2Pr|hr,dk
|2h∗sk,rhsj ,r

α2Pr|hr,dk
|2 + 1

∣∣∣∣∣
2 (

1 + Pj |hsj ,dk
|2 +

α2Pr|hr,dk
|2Pj |hsj ,r|2

α2Pr|hr,dk
|2 + 1

)−1

,

where ρ = ρ12 = ρ21 and the subscript j = 2 if k = 1 while j = 1 if k = 2. Furthermore, when the
code/channel vectors ck are orthogonal to each other, i.e. ρkj = cT

k cj = 0, for j 6= k, then f(k)

k
= 0 for

quasi-static channels. Hence the SINR at destination Dk is given by

SINRk = f
(k)
kk = Pk|hsk,dk

|2 +
α2Pr|hr,dk

|2Pk|hsk,r|2
α2Pr|hr,dk

|2 + 1
, (166)

which is the sum of the SINRs of the direct link and the relay link.

3.4.3 Optimum Power Assignment Under SINR Constraints for All Source-Destination Pairs

In this subsection, we determine the optimum power assignment for the sources and the relay that minimizes the
total power consumption under the condition that the SINR requirement of each source-destination pair is satis-
fied. First, we consider the power optimization for the relay network in a general setting where codes/channels
of different sources may have arbitrary correlation. Then, we discuss a simplified power optimization scheme
for a special case where codes/channels of different sources are orthogonal, and provide an intuitive interpreta-
tion for the proposed scheme.

Let us assume that the SINR requirement for the source-destination pair (Sk, Dk) is γk, k = 1, 2, · · · ,K.
Then, the problem of optimizing power to minimize the total power consumption and satisfy all source-
destination SINR requirements can be formulated as:





minP1,··· ,PK ; Pr

∑K
k=1 Pk + Pr,

s.t. SINRk ≥ γk, 1 ≤ k ≤ K,

(167)

where the transmission power terms P1, P2, · · · , Pk and Pr are all non-negative.
Let us define a normalized power factor at the relay as follows

x
4
= α2Pr, (168)

where α is the amplification factor specified in (156). The parameter x will play a key role in the optimization
procedure. Let us also denote by G(k) = (g(k)

mn) a matrix with elements

g(k)
mn

4
= ρmn

(
h∗sm,dk

hsn,dk
+

x|hr,dk
|2h∗sm,rhsn,r

x|hr,dk
|2 + 1

)
, (m,n = 1, 2, · · · ,K). (169)
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for any m,n = 1, 2, · · · ,K. Then, from (162), we can represent each entry in F(k) by

f (k)
mn =

√
PmPng(k)

mn.

It is straightforward to verify that

det(F(k)) = (
K∏

l=1

Pl)det(G(k)), (170)

det(F(k)

k̄
) = (

K∏

l=1,l 6=k

Pl)det(G(k)

k̄
). (171)

From (164), we know that IK−1 + F(k)

k̄
is invertible. So, based on the Schur complement formula3, we have

det(IK + F(k))

= det

(
1 + f

(k)
kk f(k)

k̄
H

f(k)

k̄
IK−1 + F(k)

k̄

)

= det(IK−1 + F(k)

k̄
) ·

[
1 + f

(k)
kk − f(k)

k̄
H(IK−1 + F(k)

k̄
)−1f(k)

k̄

]

= det(IK−1 + F(k)

k̄
) · (1 + SINRk), (172)

where the last equality follows from the expression of SINRk in (164). Thus, we have

1 + SINRk =
det(IK + F(k))

det(IK−1 + F(k)

k̄
)
. (173)

We note that for moderate or high SINR, we can approximate 1+SINRk ≈ SINRk and 1+f
(k)
ll ≈ f

(k)
ll , ∀k, l =

1, · · · ,K [55][74]. So, based on (173), we can approximate SINRk as follows:

SINRk ≈ det(F(k))

det(F(k)

k̄
)

=
Pkdet(G(k))

det(G(k)

k̄
)

. (174)

Therefore, the optimization problem in (167) can be written as




minP1,··· ,PK ; Pr

∑K
k=1 Pk + Pr,

s.t.Pkdet(G(k))

det(G(k)

k̄
)
≥ γk, 1 ≤ k ≤ K.

(175)

Let V denote the feasible set of the optimization problem in (175), i.e.

V = {P1, · · · , PK , Pr | SINRk ≥ γk, ∀1 ≤ k ≤ K}.

We may partition V into disjoint subsets such as

V =
⋃

x≥0

Vx,

3If matrix D is invertible, then [75]

det

(
A B
C D

)
= det(D) · det(A− BD−1C).
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where

Vx =
{
P1, · · · , PK , Pr

∣∣ SINRk ≥ γk, ∀1 ≤ k ≤ K,α2Pr = x
}

for any x ≥ 0.
We note that for any given value of the parameter x in (168), the transmission power at the relay, Pr, can be

determined from (156) as

Pr =
x

α2
= x

K∑

k=1

Pkβsk,r + xL. (176)

Thus, for any given x ≥ 0, the optimization problem in (175) over the feasible set Vx becomes




minP1,··· ,PK

∑K
k=1(xβsk,r + 1)Pk + xL,

s.t. Pk ≥ γkdet(G(k)

k̄
)

det(G(k))
, 1 ≤ k ≤ K.

(177)

We observe that in (177), for any given x ≥ 0,
γkdet(G(k)

k̄
)

det(G(k))
is a constant which is independent of Pk (k =

1, 2, · · · ,K). Hence the minimal value in (177) is obtained when all constraints hold with equality, i.e.

Pk =
γkdet(G(k)

k̄
)

det(G(k))
, k = 1, 2, · · · ,K. (178)

Then, the corresponding minimal total power of (177) is

v(x)
4
=

K∑

k=1

γk(xβsk,r + 1)
det(G(k)

k̄
)

det(G(k))
+ xL, (179)

which is a function of x ≥ 0. Let us denote v∗ as the minimal value of the objective function over (175) in the
feasible set V . Then, we can see that

v∗ = minx≥0 v(x). (180)

The above discussion shows that we are able to convert the optimization problem in (167) over a multi-
dimension space to the minimization problem in (180), which depends only on one variable x ≥ 0, i.e. over
a one-dimension space. The minimization of v(x) in (179) can be easily solved by a numerical search for the
optimal value of the parameter x ≥ 0. With the optimal value x∗ that minimizes the function v(x) in (179), we
can obtain the corresponding optimal power P ∗

k and P ∗
r based on (178) and (176), respectively.

In the previous section, we solved the optimization problem for a general multi-source multi-destination
relay network with arbitrary correlation among user codes. In this subsection, we are able to further simplify
the optimization when the signatures of different sources are orthogonal and the fading channels are quasi-static
during the transmission period of a signature code.

In particular, for multi-source multi-destination relay networks with orthogonal transmissions, the cross-
correlation matrix R in (149) is an identity matrix, so both G(k)

k̄
and G(k) in (174) are diagonal matrices, and

det(G(k)

k̄
)

det(G(k))
=

∏K
l=1,l 6=k g

(k)
ll∏K

l=1 g
(k)
ll

=
1

g
(k)
kk

, (181)

where g
(k)
kk is specified in (169). Under the assumption of quasi-static channels, we can write h

(i)
sk,r = hsk,r,

h
(i)
sk,dk

= hsk,dk
, and h

(i)
r,dk

= hr,dk
, ∀i = 1, 2, ..., L, and ∀k = 1, 2, ..., K. We note that βsk,r = σ2

sk,r where
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σ2
sk,r is the variance of the source-relay channel hsk,r, i.e. σ2

sk,r = E{|hsk,r|2}. Thus, by substituting (181)
into (179), we have

v(x) =
K∑

k=1

γk(xσ2
sk,r + 1)

|hsk,dk
|2 +

x|hr,dk
|2|hsk,r|2

x|hr,dk
|2+1

+ xL

=
K∑

k=1

γk(ck + bkx +
ak

x + dk
), (182)

where

ak =
|hsk,r|2

A2|hr,dk
|2

(
1− |hsk,dk

|2σ2
sk,r

A|hr,dk
|2

)
,

bk =
L

Kγk
+

σ2
sk,r

A
,

ck =
1
A

+
|hsk,r|2σ2

sk,r

A2|hr,dk
|2 ,

dk =
|hsk,dk

|2
A|hr,dk

|2 , (183)

and A = |hsk,dk
|2 + |hsk,r|2.

We note that for any k = 1, 2, · · · ,K, if ak > 0, each term ck + bkx + ak
x+dk

in (182) is convex with respect
to x ≥ 0, and it can be minimized by

x = max(0,−dk +
√

ak

bk
).

If ak ≤ 0, ck + bkx + ak
x+dk

is increasing in [0, +∞), it implies that the minimum point occurs at x = 0. Let us
denote

xmin
4
= min(x1, x2, ..., xK), (184)

xmax
4
= max(x1, x2, ..., xK), (185)

where for any k = 1, 2, · · · ,K

xk =

{
max(0,−dk +

√
ak
bk

) if ak > 0,

0 if ak ≤ 0.
(186)

Then, each term ck + bkx + ak
x+dk

in (182) is decreasing in the range [0, xmin] and increasing in the range
[xmax, +∞), which implies that the optimal solution x∗ that minimizes the function v(x) in (182) is bounded
as

xmin ≤ x∗ ≤ xmax. (187)

Thus, to find the optimal solution x∗, we only need to search within the range [xmin, xmax]. We note that
xmin = 0 if there exists k ∈ {1, 2, · · · ,K} such that ak ≤ 0.

From (186), we can see that the necessary condition for xk > 0 is

ak > bkd
2
k,

which implies that
|hsk,r|2|hr,dk

|2
σ2

sk,r

> |hsk,dk
|2. (188)

56



In a non-fading or slow-fading scenario, where the coherence time of the channel is much longer than the delay
requirement of the channel. In this situation, the channel gain remains roughly constant over all the time [76],
then we can safely assume that |hi,j |2 ≈ σ2

i,j , where σ2
i,j is the variance of the channel hi,j . Then (188) is

equivalent to
σ2

r,dk
> σ2

sk,dk
. (189)

If none of the inequalities in (189) is true, i.e. σ2
r,dk

≤ σ2
sk,dk

for all k = 1, 2, · · · ,K, then xmax = 0, which
implies that the optimal solution x∗ = 0. So, the corresponding optimum power at the relay P ∗

r = 0, which
means that the relay is not needed. In other words, if each relay-destination channel link is weaker than the
intended source-destination channel link, then we should not use relay.

In addition, if ak ≤ 0,∀k = 1, 2, · · · ,K, then each term ck + bkx + ak
x+dk

in (182) is an increasing function
of x ∈ [0, +∞), therefore the optimal solution is x∗ = 0. Given that ak ≤ 0 is equivalent to

|hsk,dk
|2σ2

sk,r ≥ (|hsk,dk
|2 + |hsk,r|2)|hr,dk

|2, (190)

it implies that if all channels |hsk,dk
|2, (k = 1, 2, · · · ,K) that correspond to direct links are strong enough or

all channels of the relay links |hr,dk
|2, (k = 1, 2, · · · , K) are weak, then avoiding use of the relay can leads to

power savings. In other words, if there is at least one relay-destination link that is better than the corresponding
source-destination link, the relay should forward its received signal to the destinations in order to help reduce
the overall power consumption while maintaining at the same time the target performance level.

Finally, for a symmetric system where σ2
s1,d1

= σ2
s2,d2

= · · · = σ2
sK ,dK

, σ2
s1,r = σ2

s2,r = · · · = σ2
sK ,r and

σ2
r,d1

= σ2
r,d2

= · · · = σ2
r,dK

, we are able to obtain an analytical solution for the minimization of v(x). In this
case, all dk are equal, say d = dk, ∀k. Then

v(x) = c + bx +
a

x + d
, (191)

where c =
∑K

k=1 γkck, b =
∑K

k=1 γkbk, a =
∑K

k=1 γkak. Consequently, the value x∗ that minimizes v(x) in
(191) is

x∗ =
{ −d +

√
a
b if a > 0,

0 if a ≤ 0.
(192)

Substituting (192) into (178) and (176), we obtain the optimal power P ∗
k and P ∗

r , respectively.
We note that for a symmetric system, all ak are equal. When the SINR requirement is high enough at

each destination, L/(Kγk) is relatively small compared to
σ2

sk,r

A , so all bk’s are approximately the same (k =
1, 2, · · · ,K). As a consequence, the ratio a/b in (192) is independent of γk. Hence, the optimal value x∗ in
(192) is independent of the SINR thresholds γk in this case.

In the following, for comparison purposes, we discuss the equal power allocation scheme where all the
sources and the relay are allocated the same power P . In this case, the corresponding parameter x in (168) is

x =
1∑K

k=1 σ2
sk,r + L

P

. (193)

To find the optimal power P that minimizes the total power of the system under the constraints that the SINR
requirements of all source-destination pairs are satisfied, we can follow the procedure described in the previous
section, i.e.





minP P
∑K

k=1(xσ2
sk,r + 1) + xL,

s.t. P ≥ γkdet(G(k)

k̄
)

det(G(k))
, k = 1, 2, · · · ,K.

(194)
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We note that the objective function in (194) is increasing in terms of increasing P > 0. Thus, the optimal
solution P ∗ of (194) is given as

P ∗ = maxk=1,...,K

{
γkdet(G(k)

k̄
)

det(G(k))

}
. (195)

Since the channel quality is not the same, in general, for all links, it is implied that the terms
γkdet(G(k)

k̄
)

det(G(k))
, k =

1, 2, · · · ,K in (194) are not equal in general, which means that the equality in (194) might not hold for all k.
As a result, the equal power allocation strategy generally spends more power than what is needed.

3.4.4 Optimum Power Assignment Under a Total Power Budget Constraint

In this subsection, we will apply the methodology that we developed in Section 4 to solve a related max-min
SINR based power optimization problem for multi-source multi-destination relay networks. Specifically, we
will design a power assignment scheme that maximizes the minimum SINR among all source-destination pairs
subject to any given total power budget. We may say that such a scheme introduces a type of fairness among
different source-destination pairs. The optimization problem can be formulated as follows:





maxP1,··· ,PK ;Pr mink=1,··· ,K {SINRk} ,

s.t.
∑K

k=1 Pk + Pr ≤ Ptotal

(196)

where Ptotal is the given power budget of the system.
Let us denote

z
4
= mink=1,··· ,K {SINRk} , (197)

then (196) is equivalent to




maxP1,··· ,PK ;Pr z,

s.t.
∑K

k=1 Pk + Pr ≤ Ptotal,

SINRk ≥ z, k = 1, · · · ,K.

(198)

According to (174), we may approximate SINRk as

SINRk ≈ Pkdet(G(k))

det(G(k)

k̄
)

, (199)

where the matrices G(k) and G(k)

k̄
are specified in (169). If we define x

4
= α2Pr, then for any given x ≥ 0, the

transmission power at the relay Pr is determined as

Pr =
x

α2
= x

K∑

k=1

Pkβsk,r + xL. (200)

As a consequence, we can reformulate the problem in (198) as




maxP1,··· ,PK
z,

s.t.
∑K

k=1(xβsk,r + 1)Pk + xL ≤ Ptotal,

Pk ≥ z · det(G(k)

k̄
)

det(G(k))
, 1 ≤ k ≤ K.

(201)
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For any x ≥ 0, we denote the maximal value of the objective function in (201) as z(x). Then, z(x) must satisfy

Pk ≥ z(x) · det(G(k)

k̄
)

det(G(k))
, ∀k = 1, 2, · · · , K. (202)

Substituting the above constraints into the total power constraint in (201), we have

K∑

k=1

(xβsk,r + 1)z(x) · det(G(k)

k̄
)

det(G(k))
+ xL ≤ Ptotal. (203)

Thus, for any fixed x ≥ 0, the maximal value of the objective function in (201) is

z(x) =
Ptotal − xL

∑K
k=1(xβsk,r + 1) · det(G(k)

k̄
)

det(G(k))

. (204)

We can see that maximizing z(x) can be implemented by a numerical search of single (one-dimension)
parameter (x ≥ 0). If we denote the optimal parameter of (204) as x∗, then the optimum power assignment to
the sources is

P ∗
k = z(x∗) · det(G(k)

k̄
)

det(G(k))
, k = 1, 2, · · · , K, (205)

and the corresponding power assigned to the relay is

P ∗
r = x∗(

K∑

k=1

P ∗
k βsk,r + L). (206)

We note that z(x) in (204) should be non-negative for any given x, which implies that Ptotal − xL ≥ 0, i.e.
x ≤ Ptotal

L . Thus, we only need to search the single variable x over the interval [0, Ptotal
L ] to obtain the optimal

solution x∗ that maximizes the function z(x).
From (199) and (205), we can see that for any k = 1, 2, · · · ,K, SINRk = z(x∗), which implies that the

optimum power assignment achieved through the max-min SINR based optimization in (196) leads to the same
SINR values for all source-destination pairs. We recall that for the total power minimization problem in (167),
the optimal power assignment ensures that the resulting SINR for each source-destination pair is equal to the
SINR requirement of the corresponding source-destination pair, i.e. SINRk = γk, k = 1, · · · ,K. It is natural
to expect that when all source-destination SINR requirements γk in (167) are the same, the power assignment
strategy for the max-min SINR based optimization and that for the total power minimization based optimization
would be the same. This intuitive interpretation can be seen from the derivations in (179) and (204). We note
that for reasonably high power budget Ptotal, the term xL in (204) can be ignored, and maximization of z(x)
in (204) is equivalent to minimization of the dominator which is related to the objective function in (179). If all
the source-destination pairs’ SINR requirements in (179) are the same, i.e. γk, k = 1, · · · ,K, then the optimal
solutions x∗ of z(x) in (204) is also optimal in minimizing v(x) in (179).

For comparison purposes, in the following we illustrate the max-min SINR problem under equal power
allocation. The optimization problem in (196) with an equal power assignment can be expressed as

{
maxP mink=1,··· ,K {SINRk} ,
s.t. (K + 1)P ≤ Ptotal,

(207)

where all the sources and the relay are assigned the same transmission power P . With the SINR approximation
in (199) and z = min1≤k≤K{SINRk}, we have





maxP z,

s.t. P ≤ Ptotal
K+1 ,

P ≥ z · det(G(k)

k̄
)

det(G(k))
, k = 1, · · · ,K.

(208)
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Table 5: Optimum power assignment that minimizes the total power under given SINR constraints using the
proposed method and the exhaustive search method for an asymmetric setting (K = 2)

(γ1, γ2)(dB) P1(dB) P2(dB) Pr(dB)

Proposed method (10,10) 13.14 19.89 20.54
Exhaustive search (10,10) 13.22 19.91 20.41

Proposed method (10,20) 11.59 27.34 29.74
Exhaustive search (10,20) 11.76 27.28 29.70

Table 6: Optimum power assignment that minimizes the total power under given SINR constraints using the
proposed method and the exhaustive search method for a symmetric setting (K = 2)

(γ1, γ2)(dB) P1(dB) P2(dB) Pr(dB)

Proposed method (10,10) 14.56 14.56 15.86
Exhaustive search (10,10) 14.91 14.91 15.31

Proposed method (10,20) 13.25 23.25 22.44
Exhaustive search (10,20) 13.32 23.32 22.34

Thus, the optimal solution is P = Ptotal
K+1 and the maximal value of the worst-case SINR is given by

z =
Ptotal

K + 1
·max1≤k≤K

{
det(G(k))

det(G(k)

k̄
)

}
. (209)

We can see that in the equal power assignment scheme, the minimum SINR value among all source-destination
pairs is directly determined by the given total power budget value.

3.4.5 Numerical Results and Discussions

In this subsection, we perform numerical studies to illustrate the proposed optimum power assignment algo-
rithms. In our studies, we consider a slow fading scenario and then approximate |hi,j |2 by σ2

i,j . The channel
gain for each channel link is assumed to follow a path loss model, where the variance of channel coefficient
is given by σ2

i,j = δ−λ
i,j (i, j ∈ {sk, dk, r}) with δi,j as the distance of the channel link and λ as the path-loss

exponent (λ = 3 in our numerical studies).
In the first set of numerical studies, we illustrate the optimum power assignment that minimizes the to-

tal power consumption under the condition that the SINR requirement of each source-destination pair is sat-
isfied. First, we consider a system with two source-destination pairs and one relay, i.e. K = 2, and the
cross-correlation of the two source codes is ρ = 0.25. We study two sets of SINR requirements for the two
source-destination pairs: (i) [γ1, γ2] = [10, 10]dB, and (ii) [γ1, γ2] = [10, 20]dB.

Fig. 28 plots the total power consumption with varying parameter x ≥ 0 for an asymmetric system, where
the values of the distance between nodes are set as follows: δs1,d1 = 2, δs1,d2 = 3, δs1,r = δs2,r = δs2,d1 =
δr,d1 = 1, δs2,d2 = 3 and δr,d2 = 2. The optimal values of the parameter that minimize the total power
consumption are x∗ = 0.63 and x∗ = 1.52 for [γ1, γ2] = [10, 10]dB and [10, 20]dB, respectively. Based on the
optimal value x∗, we obtain the corresponding optimal power assignment P1, P2 and Pr according to (178) and
(176), as listed in Table 5. In this table, we also compare the optimal power values obtained by our proposed
approximation method and those obtained by exhaustive search based on the optimization in (167). We observe
that the optimal power values obtained by the two methods are almost indistinguishable. In Fig. 29, we plot
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the total power consumption with varying parameter x ≥ 0 for a symmetric system, where the values of the
distance between nodes are set as: δs1,d1 = δs2,d2 = δs1,d2 = δs2,d1 = 2 and δs1,r = δs2,r = δr,d1 = δr,d2 = 1.
The optimal values of the parameter are x∗ = 0.32 and x∗ = 0.59 for [γ1, γ2] = [10, 10]dB and [10, 20]dB,
respectively. Based on the optimal value x∗, we obtain the corresponding optimal power allocation P1, P2 and
Pr again according to (178) and (176), as listed in Table 6. We observe that when the SINR requirements of
the two source-destination pairs are equal, the power assignments to the two sources are the same. However,
when the SINR requirements are different ([γ1, γ2] = [10, 20]dB), the equal power assignment is not optimum
anymore. We can see in Table 6 that the optimal power values obtained by our proposed approximation method
are indistinguishable from those obtained by the exhaustive search based on the optimization in (167).

We now repeat our studies for a system with three source-destination pairs and one relay, i.e. K = 3, where
the signatures of the three sources are orthogonal to each other. We examine both an asymmetric case (Fig.
30) and a symmetric case (Fig. 31). In both figures, we consider three sets of SINR requirements for the three
source-destination pairs, namely: (i) [γ1, γ2, γ3] = [20, 20, 20]dB, (ii) [γ1, γ2, γ3] = [10, 20, 20]dB, and (iii)
[γ1, γ2, γ3] = [10, 10, 20]dB. In Fig. 30, we consider an asymmetric system where the distance values are set
as δsk,r = 1, (k = 1, 2, 3), δr,d1 = 1, δr,d2 = 2, δr,d3 = 3 and δs1,d1 = 2, δs2,d2 = 3 and δs3,d3 = 4. In this
case, the optimal values of the parameter that minimize the total power consumption are x∗ = 2.34, x∗ = 2.77
and x∗ = 3.17 for the three sets of SINR requirements, respectively. Based on the optimal values, the optimum
power assignments P1, P2, P3 and Pr can be obtained accordingly based on (178) and (176). In Fig. 31, we
consider a symmetric system with δsk,r = δr,dk

= 1, (k = 1, 2, 3) and δsk,dk
= 2, (k = 1, 2, 3). The optimal

values of the parameter are x∗ = 0.77, x∗ = 0.76 and x∗ = 0.75 for the three sets of SINR requirements,
respectively. We can see that the optimal values x∗ in the symmetric system are almost the same for the three
sets of SINR requirements. This result is consistent with the theoretical discussion that the optimal value x∗ is
independent of the SINR requirement γk but it depends on the the channel condition.

In Table 7, we show the power efficiency of the proposed optimum power assignment scheme by listing the
resulting total power consumption, compared to the total power consumption that results from the equal power
assignment scheme. We consider both an asymmetric case (the system setup is the same as that in Fig. 30) and
a symmetric case (the system setup is the same as that in Fig. 31). We can see that in the asymmetric system,
the power savings of the optimum power assignment scheme is 4–6dB for the three sets of SINR requirements.
The more unbalanced the SINR requirements of the three source-destination pairs are, the more power savings
of the optimum power assignment scheme compared to the equal power assignment scheme can be achieved. In
the symmetric system, the power savings of the optimum power assignment scheme is 0.5–4.5dB for the three
sets of SINR requirements. Comparing the results between the asymmetric system and the symmetric system,
we observe that the optimum power assignment scheme gains more power savings in the asymmetric system
than in the symmetric system. Also, we observe that the total power consumption of the equal power assignment
scheme is the same in each of the asymmetric and symmetric systems, which is consistent with our previous
discussion that the equal power assignment depends only on the most challenging/weakest source-destination
pair.

In the second set of numerical studies, we illustrate the optimum power assignment algorithm that maximizes
the minimum SINR among all source-destination pairs under a given total power budget. We consider a system
with two source-destination pairs and one relay, i.e. K = 2, with a total power budget Ptotal = 30dB. We
assume that the cross-correlation of the two source codes is ρ = 0.25. We consider both an asymmetric case
(the system setup is the same as that in Fig. 28) and a symmetric case (the system setup is the same as that in
Fig. 29).

Fig. 32 shows the maximization of the minimum SINR with varying parameter x ≥ 0 for both the asymmetric
and symmetric systems, respectively. The optimal values of the parameter that maximize the minimum SINR
of all source-destination pairs are x∗ = 1.16 for the asymmetric system and x∗ = 0.69 for the symmetric
system. For both the asymmetric and symmetric cases, the optimum power assignments P1, P2 and Pr are
determined based on (205) and (206) with the corresponding optimal value x∗, listed in Table 8. In Table 8, we
also compare the optimal power values obtained by the proposed approximation method and those obtained by
exhaustive search based on the optimization in (198). We observe that the optimal power values of the power
assignment obtained by the two methods are indistinguishable. We note that for the symmetric case, the sources
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Figure 28: Minimization of the total power consumption under varying parameter x for an asymmetric multi-
source multi-destination relay network with given SINR constraints (K = 2).

0 1 2 3 4 5
18

20

22

24

26

28

30

32

Variable x

T
ot

al
 p

ow
er

 (
dB

)

Total power vs. variable x, K=2

 

 

[γ
1
,γ

2
]=[10,10]dB

Optimal Point x*

[γ
1
,γ

2
]=[10,20]dB

Figure 29: Minimization of the total power consumption with varying parameter x for a symmetric multi-source
multi-destination relay network under given SINR constraints (K = 2).
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Figure 30: Minimization of the total power consumption with varying parameter x for an asymmetric multi-
source multi-destination relay network under given SINR constraints (K = 3).
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Figure 31: Minimization of the total power consumption with varying parameter x for a symmetric multi-source
multi-destination relay network under given SINR constraints (K = 3).
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Table 7: Comparison of the total power consumption resulting from the optimum power assignment scheme
and the equal power assignment scheme (K = 3)

γ1, γ2, γ3 (dB) Total Power Consumption (dB)
Optimum Equal

Asymmetric [20,20,20] 37.15 41.58
System [10,20,20] 36.82 41.58

[10,10,20] 35.63 41.58

Symmetric [20,20,20] 29.79 30.30
System [10,20,20] 28.25 30.30

[10,10,20] 25.85 30.30

Table 8: Optimum power assignment that maximizes the minimum SINR among two source-destination pairs
under given total power budget Ptotal = 30dB, by using the proposed method and the exhaustive search method
(K = 2)

P1(dB) P2(dB) Pr(dB)

Asymmetric Proposed method 19.22 25.34 27.59
System Exhaustive search 19.37 25.45 27.66

Symmetric Proposed method 24.49 24.49 26.41
System Exhaustive search 24.64 24.64 26.50

are allocated equal power under the max-min SINR optimization scheme, while the relay utilizes transmission
power which is some what different from that allocated to the sources.

Finally, in Fig. 33, we compare the minimum SINR resulting from the proposed optimum power assignment
scheme and the minimum SINR resulting from the equal power assignment scheme. We consider both an
asymmetric case and a symmetric case, and the system setup is the same as that in Fig. 32. We can see that
in the asymmetric case, the minimum SINR of the two source-destination pairs is improved significantly (by at
least 2dB) when we use the proposed optimum power assignment scheme instead of the equal power assignment
scheme. In the symmetric case, we can see that the performance of the equal power assignment scheme is very
close to that of the optimum power assignment scheme (actually, in this case all the source-destination pairs
have the same performance).

3.5 Cognitive Code-Division Channelization

In this subsection, first we briefly describe the CR CDMA system model and our formulation of the optimization
problem. Then, we present in detail our proposed power and code-channel allocation solution. The performance
of the proposed scheme is evaluated through simulations and a few concluding remarks are drawn at the end.

3.5.1 System Model and Problem Formulation

We consider a primary CDMA system with processing gain (code sequence length) L, K primary transmitters
PTi, i = 1, 2, . . . ,K, and a primary receiver PR (for example, K uplink transmissions by users PTi, i =
1, 2, . . . , K, to base station PR). We also consider a potential concurrent secondary code-division link in the
spectrum band of the primary system between a secondary transmitter ST and receiver SR (Fig. 34). All
signals, primary and secondary, are supposed to propagate over flat-fading channels and experience additive
white Gaussian noise. We denote by hi, qi, i = 1, 2, . . . , K, the path coefficients from PTi to PR and SR,
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Figure 34: Primary/secondary CDMA system model of K primary transmitters PTi, i =
1, 2, . . . , K, a primary receiver PR, and a secondary transmitter-receiver pair ST , SR. All paths
h1, . . . , hK , q1, . . . , qK , hs, qs exhibit independent (quasi-static) Rayleigh fading.

respectively. The path coefficients from ST to PR, SR are denoted by hs and qs, respectively. All path
coefficients are modeled as Rayleigh distributed random variables that are independent across user signals and
remain constant during several symbol intervals (quasi-static fading).

After carrier demodulation, chip-matched filtering and sampling at the chip rate over the duration of a symbol
(bit) period of L chips, the received signal at the primary receiver PR can be represented as

r =
K∑

i=1

√
Eihisibi +

√
Eshsssbs + np, (210)

while the secondary signal received by SR is

y =
K∑

i=1

√
Eiqisibi +

√
Esqsssbs + ns (211)

where Ei > 0, bi ∈ {±1}, and si ∈ RL, ‖si‖ = 1, denote bit energy, information bit, and normalized signature
vector of primary user i, i = 1, 2, . . . , K, respectively; Es > 0, bs ∈ {±1}, and ss ∈ RL, ‖ss‖ = 1, denote the
bit energy, information bit, and normalized signature vector, respectively, of the secondary transmitter ST ; np

and ns represent additive white Gaussian noise (AWGN) at PR and SR, correspondingly, independent from
each other with 0 mean and autocovariance matrix σ2I.

The linear filters at the primary and secondary receivers that exhibit maximum output SINR [91] can be found
to be

wmaxSINR,i = c1R−1
p si, i = 1, 2, . . . ,K,

wmaxSINR,s = c2R−1
s ss,

where Rp = E{rrT }, Rs = E{yyT }, c1, c2 > 0 (E{·} denotes statistical expectation and T is the transpose
operator). The output SINR at PR with respect to the signal transmitted by PTi, SINRi, is given below
followed by the output SINR at SR, SINRs,

SINRi =
E{|wT

maxSINR,i(
√

Eihibisi)|2}
E{|wT

maxSINR,i(
∑K

k=1,k 6=i

√
Ekhkskbk +

√
Eshsssbs + np)|2}

= Eih
2
i s

T
i R−1

p/isi, (212)
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SINRs =
E{|wT

maxSINR,s(
√

Esqsbsss)|2}
E{|wT

maxSINR,s(
∑K

k=1

√
Ekqkskbk + ns)|2}

= Esq
2
ss

T
s R−1

s/sss (213)

where Rp/i and Rs/s are the “exclude i” and “exclude s” input data autocorrelation matrices at PR and SR,
respectively, defined by

Rp/i
4
=

K∑

k=1,k 6=i

Ekh
2
ksksT

k + Esh
2
ssssT

s + σ2I,

Rs/s
4
=

K∑

k=1

Ekq
2
ksksT

k + σ2I.

In our cognitive radio setup, the secondary transmitter has to guarantee the SINR QoS of all primary users.
In this spirit, our objective is to find the transmission bit energy Es and the real-valued normalized signature
vector ss that maximize SINRs under the constraints that SINRi, i = 1, 2, . . . , K, are all above a certain
threshold α > 0, i.e. we would like to identify the optimal pair

(Es, ss)opt = arg max
Es>0,ss∈RL

EssT
s R−1

s/s ss

subject to Eih
2
i s

T
i R−1

p/i si ≥ α, i = 1, 2, . . . , K, (214)

sT
s ss = 1, Es ≤ Emax

where Emax denotes the maximum available/allowable bit energy for the secondary user.
The optimization task of maximizing a quadratic objective function (R−1

s/s is positive definite) subject to the
constraints in (214) is, unfortunately, a non-convex NP-hard (in L) optimization problem [92]. In the following
section, we delve into the details of the problem and derive a novel realizable suboptimum solution.

3.5.2 Proposed Cognitive Secondary Channel Design

Using the matrix inversion lemma [93] on R−1
p/i, we can express the key quadratic constraint expression

sT
i R−1

p/isi in (214) as

sT
i R−1

p/isi =
sT
i R−1

p si

1− Eih2
i s

T
i R−1

p si

, i = 1, 2, . . . , k, (215)

where we recall that Rp = E{rrT } is the autocorrelation matrix of the whole input to the primary receiver
PR. Then, the PR SINR constraints in (214) become

sT
i R−1

p si ≥ α

Eih2
i + αEih2

i

4
= γi, i = 1, 2, . . . , K, (216)

and the optimization problem can be rewritten as

(Es, ss)opt = arg max
Es>0,ss∈RL

EssT
s R−1

s/s ss

subject to sT
i R−1

p si ≥ γi, i = 1, 2, . . . , K, (217)

sT
s ss = 1, Es ≤ Emax.

Using the matrix inversion lemma on R−1
p this time, we see that

R−1
p = R−1

p/s −
Esh

2
sR

−1
p/ssssT

s R−1
p/s

1 + Esh2
ssT

s R−1
p/sss

(218)
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where Rp/s is the autocorrelation matrix of the input to the primary receiver PR excluding the secondary
transmission,

Rp/s
4
= E{(

K∑

i=1

√
Eihisibi + np)(

K∑

i=1

√
Eihisibi + np)T }

=
K∑

i=1

Eih
2
i sisT

i + σ2I.

Then, inserting (218) in (217) we can express the optimization constraints as explicit functions of the code
sequence of the secondary user ss, i.e.

sT
i R−1

p/ssi ≥
Esh

2
ssiR−1

p/ssssT
s R−1

p/ssi

1 + Esh2
ssT

s R−1
p/sss

+ γi, i = 1, 2, . . . , K. (219)

For notational simplicity, define the L× L matrix

Bi
4
= h2

sR
−1
p/ssisT

i R−1
p/s − βih

2
sR

−1
p/s (220)

where
βi

4
= sT

i R−1
p/ssi − γi, i = 1, 2, . . . , K. (221)

Then, the optimization problem in (217) can be rewritten -for one more time- as

xopt = arg max
x∈RL

xTR−1
s/s x

subject to xTBix− βi ≤ 0, i = 1, 2, . . . , K, (222)

xTx ≤ Emax

where x is the amplitude-including transmitted signature vector of the secondary user, x
4
=
√

Esss. We notice
that for (222) to be solved at the secondary transmitter ST , the primary receiver PR must communicate the
matrix parameters Bi and scalars βi, i = 1, 2, . . . ,K. Therefore, no explicit communication of the primary
channel codes and gains is required that may directly compromise the privacy/security of the primary system.
In terms of the computational effort, however, (i) Bi, i = 1, 2, . . . , K, are not necessarily positive semidefinite,
hence the problem in (222) is in general a non-convex quadratically constrained quadratic program (non-convex
QCQP), and (ii) the complexity of a solver of (222) is exponential in the dimension L (NP-hard problem).

To circumvent these two difficulties, we first observe that if we use the trace property of matrices U,V,
Tr{UV} = Tr(VU), we are able to represent the objective function in (222) as

xTR−1
s/s x = Tr{R−1

s/sX} (223)

where X = xxT . Thus, the optimization problem in (222) takes the new equivalent matrix form

Xopt = arg max
X∈RL×L

Tr{R−1
s/sX}

subject to Tr{BiX} ≤ βi, i = 1, 2, . . . , K, (224)

Tr{X} ≤ Emax, X º 0, rank(X) = 1

where X º 0 denotes that the matrix X is positive semidefinite.
So far, we have shown that the original secondary cognitive link design problem in (214) is equivalent to the

one in (217), (222), and finally (224), and is non-convex NP-hard. To effectively attack the problem anyway,
we now propose to relax the rank constraint in (224) and proceed by solving the following problem instead,

X′ = arg max
X∈RL×L

Tr{R−1
s/sX}

subject to Tr{BiX} ≤ βi, i = 1, 2, . . . , K, (225)

Tr{X} ≤ Emax, X º 0.
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Then, (225) is a convex polynomial-complexity problem that can be solved using semidefinite programming.
Strictly speaking, we can solve (225) in polynomial time within an error ε > 0 from its value at the optimum

point X′. More specifically, let fo
4
= Tr{R−1

s/sX}|X=X′ , i.e. fo is the optimum value of the constrained
(affine) objective function in (225). Then, for any given ε > 0, semidefinite programming guarantees that
we can converge in polynomial time (polynomial in the input size L and in the error requirement function
log 1/ε) to a solution that lies in (fo − ε, fo) [94]. In this paper, for the semidefinite programming problem in
(225), we propose to use a primal-dual interior-point method [95]. In particular, we consider the problem in
(225) as the primal optimization problem, we create a differently parameterized equivalent dual problem, and
then solve both problems iteratively in a coupled fashion. Then, each iteration can be implemented in O(L3)
and the algorithm converges after O(L log 1/ε) iterations to the matrix X′′ that makes the objective function
Tr{R−1

s/sX} attain a value within (fo−ε, fo). The proposed method is outlined in Fig. 35. We note that relaxing
the rank constraint of the non-convex NP-hard problem in (224) we created the convex optimization problem in
(225) that can be solved in O(L4 log 1/ε) time (by semidefinite programming methods as described in Fig. 35).
Of course, because of the constraint relaxation itself the objective function evaluated at the optimum point X′

in (225) is just an upper bound on the value of the objective function evaluated at the optimum point of interest
Xopt of (224), Tr{R−1

s/sX
opt} ≤ Tr{R−1

s/sX
′}. Moreover, X′ is not available exactly either and instead we have

X′′ with Tr{R−1
s/sX

′′} ∈ (Tr{R−1
s/sX

′} − ε, Tr{R−1
s/sX

′}).
To summarize our developments so far for the cognitive design of a code-division secondary link, first, for

the given primary SINR-QoS threshold α > 0, we test whether βi, i = 1, 2, . . .K, in (221) are all greater
than zero. If this is not true, then the SINR-QoS constraints for the primary users cannot be met and outright
no secondary transmission is allowed (see flow-chart in Fig. 36). Otherwise, we run the procedure of Fig. 35
which returns matrix X′′. If the rank of X′′ is 1 with eigenvalue, eigenvector pair λ1,a1, then we already have
our secondary link design with signature ss = a1 and transmission amplitude Es = λ1. If the rank of X′′ is not
1, further work is needed as described below.

When X′ of (225) (or in practice X′′ returned by Fig. 35) happens to be of rank 1 with eigenvalue, eigenvector
pair λ1,a1, then X′ ≡ Xopt in (224) and xopt =

√
λ1a1 in (222). Otherwise, there is no direct path from X′ of

(225) to xopt in (222). In this case, we may simply consider changing the search for an optimal vector in (222)
to a search for an optimal probability density function (pdf) of vectors that maximizes the average objective
function subject to average constraints, i.e.

fopt(x) = arg max
f(x)

E{xTR−1
s/s x}

subject to E{xTBix} ≤ βi, i = 1, 2, . . . ,K, (226)

E{xTx} ≤ Emax

where f(x) denotes the probability density function of x. This switch to a statistical optimization problem has
been known as the “randomized method” in semidefinite programming literature [94]. Using the commutative
property between trace and expectation operators, the pdf optimization problem in (226) takes the equivalent
form

fopt(x) = arg max
f(x)

Tr{R−1
s/s E{xxT }}

subject to Tr{BiE{xxT }} ≤ βi, i = 1, 2, . . . , K, (227)

Tr{E{xxT }} ≤ Emax.

We can show that fopt(x) is in fact Gaussian with 0 mean and covariance matrix X′, fopt(x) = N (0,X′).
With X′′ from Fig. 35 as a close approximation of X′, we can draw now a sequence of samples x1,x2, . . . ,xP

from N (0,X′′). We test all of them for “feasibility” on the constraints of (222) whether xT
p Bixp ≤ βi,

∀i = 1, 2, . . . , K, and xT
p xp ≤ Emax, p = 1, 2, . . . , P , and among the feasible vectors (if any) we choose the

one, say x(0), with maximum xTR−1
s/sx objective function value (see flow-chart in Fig. 36). We could have

suggested at this time a cognitive secondary link design with
√

Esss = x(0). Instead, we will use x(0) as an
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Figure 35: Proposed interior-point algorithm for solving (225).
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Figure 36: Flow-chart of proposed power and code allocation algorithm for secondary link.
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initialization point to an iterative procedure that will lead to a much improved link design vector. The iterative
procedure is developed below and its performance is evaluated by simulation studies in the next section.

First we express Rs/s as
Rs/s = SΣST + σ2I (228)

where S
4
= [s1, s2, . . . , sK ] denotes the matrix with columns the signatures of the primary users, and Σ =

diag(E1q
2
1, E2q

2
2, . . . , EKq2

K). Using the matrix inversion lemma,

R−1
s/s =

1
σ2

I− 1
σ4

S(Σ−1 +
1
σ2

STS)−1ST . (229)

Substitution of (229) in the objective function of (222) leads to

xTR−1
s/sx =

1
σ2

xTx− 1
σ4

xTQx (230)

where Q
4
= S(Σ−1 + 1

σ2 STS)−1ST . In (230), the first term 1
σ2 xTx is a convex function while the second term

− 1
σ4 xTQx is a concave function (which implies that 1

σ4 xTQx is convex). Based on the first-order conditions
of convex functions [96], we have

xTx ≥ 2x(0)Tx− x(0)Tx(0) (231)

where x(0) denotes an initial feasible vector. Then, we combine (230) and (231) and form an optimization
problem that maximizes the following concave function

2
σ2

x(0)Tx− 1
σ4

xTQx− 1
σ2

x(0)Tx(0) (232)

that leads to a suboptimum solution for our original problem in (222). To maximize (232) in view of our
constraints in (222), we restrict all non-convex constraints into convex sets (linearization). In particular, we
consider the non-convex constraints

xTBix− βi ≤ 0, i ∈ Inc, (233)

where Inc denotes the set of all indices i ∈ {1, 2, . . . , K} for which xTBix is a non-convex function. Then,
we decompose the matrix Bi into its positive and negative parts

Bi = B+
i −B−

i (234)

where B+
i = h2

sR
−1
p/ssisT

i R−1
p/s and B−

i = βih
2
sR

−1
p/s are all positive semidefinite. Therefore, the original

constraints (233) can be written as

xTB+
i x− βi ≤ xTB−

i x, i ∈ Inc, (235)

where both sides of the inequality are convex quadratic functions. Linearization of the right-hand side of (235)
around the vector x(0) leads to

xTB+
i x− βi ≤ x(0)TB−

i x(0) + 2x(0)TB−
i (x− x(0)), i ∈ Inc. (236)

In (236), the right-hand side is an affine lower bound on the original function xTB−
i x. It is thus implied that

the resulting constraints are convex and more conservative than the original ones, hence the feasible set of the
linearized problem is a convex subset of the original feasible set. Thus, by linearizing the concave parts of all
constraints, we obtain a set of convex constraints that are tighter than the original non-convex ones. Now, the
original optimization problem takes the form

x(1) = arg max
x

2
σ2

x(0)Tx− 1
σ4

xTQx− 1
σ2

x(0)Tx(0)

subject to xTB+
i x− x(0)TB−

i (2x− x(0))− βi ≤ 0, i ∈ Inc, (237)

xTBix− βi ≤ 0, i ∈ Inc,

xTx ≤ Emax
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where Inc = {1, 2, . . . , K} − Inc. The problem in (237) is a convex QCQP problem and can be solved
efficiently by standard convex system solvers [97] to produce a new feasible vector x(1). The objective function
xTR−1

s/sx in (222) evaluated at x(1) takes a value that is larger than or equal to its value at x(0). Repeating

iteratively the linearization procedure, we can obtain a sequence of feasible vectors x(0), x(1), x(2), . . . ,x(T )

with non-decreasing values of the objective function in (222). This procedure converges after very few (eight
or nine) iterations as demonstrated experimentally in the following section.

3.5.3 Simulation Studies and Discussions

We consider a primary CDMA system with signature length (system processing gain) L = 16 and K syn-
chronous users. We are interested in establishing a secondary code-division transmitter/receiver pair when
the primary system is fully loaded to overloaded, say K varies from 16 to 20. All signatures for primary
users are generated from a minimum total-squared-correlation optimal binary signature set which achieves the
Karystinos-Pados (KP) bound for each (K, L) pair of values4 [98]-[100]. The transmission SNRs of the K
primary users are all set equal to Ei

σ2 = 15dB, i = 1, 2, . . .K; the maximum allowable transmission SNR for
the secondary link is set to Emax

σ2 = 12dB. The channel coefficients hi and qi, i = 1, 2, . . . , K, (see Fig. 34)
are taken to be the magnitude of independant complex Gaussian random variables with mean 0 and variance
4; the same holds true for hs and qs. The receiver SINR threshold for primary users is set to α = 2dB which
corresponds to an average raw bit-error-rate (BER) at the output of the maximum SINR linear filter receiver
of about 10−1. Ten thousand (10,000) system/secondary-line optimization experiments are run under the de-
scribed (quasi-static) flat fading conditions. When random vector drawing is necessitated by the flow-chart in
Fig. 36, P = 50 test vector points are generated.

In Fig. 37, we plot as a function of the number of primary system users K the percentage of time that
secondary transmission is enabled directly under the case rank(X′′) = 1 or by the iterative linearized opti-
mizer as well as the “Interference-Minimizing-Code-Assignment” (IMCA) scheme in [86]. We observe that
significant opportunity exists for cognitive secondary transmission when the primary system is fully loaded
(K = L = 16). As we expect, Fig. 37 shows that the frequency of secondary transmissions reduces as the pri-
mary system load increases. We observe also that our proposed scheme offers more opportunities for cognitive
secondary transmission than [86].

In Fig. 38, we test the quality of the secondary transmission line (the pre-set SINR-QoS of the primary
system is -of course- guaranteed by the algorithmic procedure) and the significance of the iterative linearized
optimizer in (237) (see flow-chart in Fig. 36). We fix the primary system load K = 16 (fully loaded) and
plot the secondary receiver average SINR for the experimental instants of rank(X′′) > 1 as a function of the
iteration of the optimizer initialized at the point/design x(0) that is the best out of P = 50 samples drawn from
the N (0,X′′) pdf. It is pleasing to observe that eight or nine iterations are enough for effective convergence.

Finally, in Fig. 39, to gain visual insight into the operation of the primary/secondary system we plot the
instantaneous receiver SINR of a primary signal and the secondary signal for the case K = 17 over an exper-
imental data record sequence of 1000 Rayleigh fading channel realizations. Missing secondary signal SINR
values indicate the instances when no secondary transmission was allowed. The proposed scheme almost dou-
bled the occurrences of secondary transmission compared to [86]. When secondary transmissions do occur for
both schemes, the joint power and sequence optimization executed by the proposed scheme results in superior
SINR performance for the secondary receiver over [86].

Appendix: Calculation of ∆X, ∆v, ∆Z of Fig. 35

Let vec{·} denote column-by-column matrix vectorization and mat{·} the exact inverse operation. Choose

0 ≤ δ < 1 and define µ
4
= δ Tr{XZ}

L .

4For L = 16, when K ≤ L the KP-optimal sequences coincide with the familiar Walsh-Hadamard signature codes.
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In Fig. 35, ∆X, ∆v, ∆Z are obtained by solving the following linear system



0 BT I
B 0 0
E 0 F







vec{∆X}
∆v

vec{∆Z}


 =




vec{T1}
t2

vec{T3}


 (238)

where

B(K+1)×L2
4
=




(vec{B1})T

...
(vec{BK})T

(vec{I})T


 ,

T1 L×L

4
= R−1

s/s + Z−mat{BTv}, t2 (K+1)×1

4
= b−Bvec{X}, T3 L×L

4
= µI−XZ, EL2×L2

4
= Z

⊗
I, and

FL2×L2
4
= I

⊗
X (

⊗
denotes the standard Kronecker product). Applying Gauss elimination, the solution is

∆v = (BE−1FB)−1(t2 + BE−1(Fvec{T1} − vec{T3})), (239)

vec{∆X} = −E−1(F(vec{T1} −BT ∆v)− vec{T3}), (240)

vec{∆Z} = vec{T1} −BT ∆v. (241)

4 Conclusions

In this report, we summarized our findings resulting from the project and described in details the system models
and the proposed methods and procedures. First, we developed, for the first time, a closed-form asymptotically
tight (as SNR →∞) approximation of the outage probability for the DF cooperative ARQ relay scheme under
fast fading conditions. The analytical approach relies on two lemmas that we established in this project. The
closed-from expression provides significant insight on the benefits of the DF cooperative ARQ relaying relative
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to direct ARQ scheme in fast fading scenarios and shows that the cooperative scheme achieves diversity order
equal to 2L− 1 while the diversity order of the direct scheme is only L. Simulation and numerical results show
that the closed-form approximation of the outage probability is tight at high SNR. Based on the asymptotically
tight approximation of the outage analysis, we were able to determine an optimum power allocation for the
DF cooperative ARQ relay scheme. It turns out that the equal power allocation is not optimum in general
and the optimum power allocation depends on the link quality of the channels related to the relay. It shows
that we should allocation more power at the source and less at the relay. Simulation results show that the DF
cooperative ARQ relay scheme with the optimum power allocation has a performance improvement of more
than 1dB compared to the scheme with the equal power allocation.

Second, we determined an optimal transmission power assignment strategy for the H-ARQ protocol in quasi-
static Rayleigh fading channels to minimize the average total transmission power. A locally optimal power
sequence was found first by the Lagrangian multiplier and then it was shown optimal globally. The optimal
transmission power sequence is described by a set of equations which allow an exact recursive calculation of
the optimal power sequence. To reduce calculation complexity, we also developed an approximation to the
optimal power sequence that is close to the numerically calculated exact result. It is interesting to observe that
the optimal transmission power sequence is neither increasing nor decreasing; its form depends on given total
power budget and targeted outage performance levels. The optimal power assignment sequence reveals that
conventional equal-power assignment is far from optimal. For example, for a targeted outage performance of
10−5 and maximum number of transmissions L = 5, the average total transmission power by the optimum
assignment is about 27 dB less than that of using the equal-power assignment. We also observe that with
the same targeted outage performance, the larger the number of retransmission rounds allowed in the H-ARQ
protocol, the larger the performance gain between the optimal power assignment scheme and the equal-power
assignment scheme. Moreover, the lower the required outage probability, the more performance gain of the
optimal power assignment strategy compared to the equal-power strategy.

Third, we analyzed the outage probability performance of the differential amplify-and-forward (DAF) relay-
ing and obtained an exact formula that involves only a single integral and is much more practical than the only
previously known result that involves a triple integral. To gain further insight in the process of the DAF relaying,
we also developed a simple closed-form approximation for the outage probability which is tight at high SNR.
Based on the tight outage probability approximation, we finally determined an asymptotically optimum power
allocation scheme for the DAF relaying. We have carried out extensive numerical calculations and simulations
to validate and illustrate our analysis.

Fourth, we designed and optimized a multi-source multi-destination relay network where a relay amplifies
and forwards simultaneously the signals received from all sources. We developed two optimum power assign-
ment schemes. The first scheme minimizes the total power consumption of all sources and the relay under the
constraint that the SINR requirement of each source-destination pair is satisfied, while the second scheme max-
imizes the minimum SINR of all source-destination pairs. Clearly, both optimization problems as stated above
involve K power variables, where K is the number of source-destination pairs in the network, which implies
that an exhaustive search approach is prohibitive for large K. In this paper, we derived an asymptotically tight
approximation of the SINR that allows us to reformulate the original optimization problems, and eventually
reduce them to single-parameter optimization problems, which can be easily solved by numerical search of the
single parameter. Then, the corresponding optimal transmission power at each source and at the relay can be
calculated directly. The proposed optimization scheme is scalable and the power assignment algorithm has the
same optimization complexity for any number of source-destination pairs in the network. Moreover, we also
applied the developed methodology to solve a related max-min SINR based optimization problem, where for
any given total power budget, we are able to determine the optimum power assignment for the sources and the
relay to maximize the minimum SINR of all source-destination pairs.

Finally, we considered the problem of cognitive code-division channelization for cognitive airborne net-
works. The goal is to improve the efficiency of spectrum utilization and coexisting of primary and secondary
users in heterogeneous cognitive airborne networks, by jointly assigning power and code-channel allocation
for a secondary transmitter/receiver pair coexisting with a primary CDMA system. Unfortunately, in a com-
mon Rayleigh fading wireless environment, the formulated constrained optimization problem is non-convex
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and NP-hard in the code vector dimension. Nevertheless, in pursuit of a computationally manageable and
performance-wise appealing suboptimal solution, we first converted the amplitude/code-vector optimization
problem to an equivalent matrix optimization problem under a rank-1 constraint. Disregarding (relaxing in
formal language) the rank-1 constraint makes the problem amenable to an easy polynomial-cost semidefinite
programming solution. When luckily, a rank-1 matrix happens to be returned, optimal secondary-line design is
achieved. For the common case of a higher rank, we developed an iterative linearized polynomial-cost convex
optimizer with much appealing (yet suboptimal) amplitude/code-vector design solutions after a few iterations.
Extensive numerical studies have validated our theoretical developments and the proposed iterative algorithm.
The proposed scheme almost doubled the occurrences of secondary transmission compared to some early work.
The joint power and sequence optimization executed by the proposed scheme results in superior SINR perfor-
mance for the secondary receiver compared to prior work. The proposed scheme has great potential to improve
the efficiency of coexisting of primary and secondary users in heterogeneous cognitive airborne networks.
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ACRONYMS

ACK ACKnowledgement

AF Amplify-and-Forward

ARQ Automatic-Repeat-reQuest

CDMA Code-Division Multiple-Access

CR Cognitive Radio

CSI Channel State Information

DAF Differential Amplify-and-Forward

DDF Differential Decode-and-Forward

DF Decode-and-Forward

H-ARQ Hybrid Automatic-Repeat-reQuest

IRC Interference Relay Channel

MIMO Multiple-Input-Multiple-Output

MRC Maximal-Ratio-Combining

NACK Negative-ACKnowledgement

QoS Quality-of-Service

SINR Signal-to-Interference-plus-Noise Ratio

SNR Signal-to-Noise Ratio
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